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Secure multiplex coding attaining channel capacity
in wiretap channels

Daisuke Kobayashi, Hirosuke Yamamoto, Fellow, IEEE, and Tomohiro Ogawa

Abstract—It is known that a message can be transmitted safely
against any wiretapper via a noisy channel without a secret key
if the coding rate is less than the so-called secrecy capacity
CS , which is usually smaller than the channel capacity C. In
order to remove the loss C −CS , we propose a multiplex coding
scheme with plural independent messages. In this paper, it is
shown that the proposed multiplex coding scheme can attain
the channel capacity as the total rate of the plural messages
and the perfect secrecy for each massage. Several bounds of
achievable multiplex coding rate region are derived for general
wiretap channels in the sense of Information-Spectral methods,
by extending Hayashi’s proof, in which the coding of the channel
resolvability is applied to wiretap channels. Furthermore, the
exact region for deterministic coding is determined for stationary
memoryless full-rank wiretap channels.

Index Terms—wiretap channel, channel resolvability,
information-spectrum method, secrecy capacity, multiplex
coding

I. INTRODUCTION

When Alice sends a message to Bob via a public noisy
channel, Eve may wiretap the message. But, since the main
channel from Alice to Bob has usually a different characteristic
from the wiretap channel from Alice to Eve, we can devise a
code such that the perfect secrecy against Eve can be attained
without any secret key. The maximum attainable coding rate of
such code is called the secrecy capacity CS , which is generally
smaller than the channel capacity C of the main channel.

The coding problem for the wiretap channels was first
studied by Wyner [1]. Although the main and wiretap chan-
nels can be considered as a kind of broadcast channel [2],
Wyner proved the coding theorem for the case of the so-
called degraded broadcast channel. For more general broadcast
channels, Csiszár and Körner [3] proved that the secrecy
capacity CS is given by max

eX→X→(Y,Z)[I(X̃;Y )−I(X̃;Z)],
where X is the input, and Y and Z are the output of the main
and wiretap channels, respectively. X̃ is an auxiliary random
variable that makes a Markov chain X̃ → X → (Y, Z). In
order to achieve the perfect secrecy with a positive coding
rate, the channels must satisfy that I(X̃;Y ) > I(X̃;Z) for
some X̃ , i.e., the main channel must be less noisy than the
wiretap channel in this sense. But, even in the case that the
main channel is more noisy than the wiretap channel, Maurer
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[4] devised a protocol which can attain the perfect secrecy if
a public noiseless channel can be used.

In the above studies, channels are assumed to be stationary
and memoryless. On the contrary, the information-spectrum
methods [5] have been developed, and many kinds of coding
theorems have been proved for the so-called general sources
and general channels, which might be neither Ergodic nor
stationary. As one of them, Han and Verdú [6] studied the
so-called channel resolvability problem, in which we want
to approximate the output probability distribution of a noisy
channel for a given input probability distribution by encoding
a random number. The minimum rate of the random number
necessary to attain the approximation is called the channel
resolvability, and they developed the theory of the channel
resolvability for general channels. We note that one of their
motivations to study the channel resolvability problem was to
prove the converse part [6] of the theorem for identification
coding [7], where the random variables arising as the output
and the input of the channel may be neither Ergodic nor
stationary.

On the other hand, for quantum channels, Devetak [8] in-
troduced a stochastic encoder to realize a non-distinguishable
probability distribution for any message at the output of a
wiretap channel. Based on these background, Hayashi [9]
considered the coding problem of general wiretap channels
in the framework of the stochastic encoders and the channel
resolvability, and established the method to prove the coding
theorem of general wiretap channels. In addition to the gen-
erality, Hayashi’s method has simplicity that we can divide
wiretap channel coding into two viewpoints: ordinary message
transmission coding and channel resolvability coding, although
the description by the information-spectrum methods is almost
inevitable from the history of the channel resolvability prob-
lem.

It is well known from the coding theorems proved in the
previous studies that messages cannot be transmitted at any
rate larger than the secrecy capacity CS if we want to attain
the perfect secrecy. Since CS is generally less than the channel
capacity C, we must loss C−CS in exchange for the secrecy.
But, in this paper, we will devise multiplex coding of plural
independent messages to remove the loss, and we will show
that the channel capacity C can be attained as the total rate of
the plural messages and each message can be protected with
the perfect secrecy.

To prove the coding theorems for the multiplex coding
scheme, we utilize Hayashi’s method in wiretap channel
coding, which has an advantage to enjoy simplicity de-
scribed above. For general wiretap channels in the sense of
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Information-Spectral methods, several bounds of achievable
multiplex coding rate region are derived for the cases that
encoding is deterministic or stochastic, and for the cases
that security is measured by normalized mutual information
I(Kt;Z)/n between each secret message Kt and wiretap
channel output Z, where n is the code length, or by the
average or maximum variational distance among wiretap chan-
nel output distributions for secret messages. Furthermore, for
stationary memoryless full-rank wiretap channels, the exact
achievable rate region of multiplex deterministic encoding is
determined for the cases that security is measured by mutual
information I(Kt;Z) and the average or maximum variational
distances.

In Section II, we define several technical terms, which
are used in the information-spectrum methods. The multiplex
coding scheme of plural messages is proposed in Section III.
The main theorems are also shown in Section III although they
are proved in Section IV. The case of stationary memoryless
wiretap channels is treated in Section V. Finally it is shown in
Section VI how the multiplex coding can be realized by linear
coding for binary symmetric wiretap channels in the case of
security measure I(Kt;Z)/n. In this paper, both input and
output alphabets of channels are assumed to be discrete.

II. PRELIMINARIES

According to the information-spectrum methods [5], a gen-
eral random process, which might be neither Ergodic nor
stationary, is denoted by

X = {Xn}∞n=1, (1)

where Xn = (X1, X2, · · · , Xn) and each Xi, i = 1, 2, · · · , n,
takes values in discrete alphabets Xn and X , respectively, and
Xn is the Cartesian product of X .

For two general random process X and Y, the spectral sup-
mutual information rate and the spectral inf-mutual informa-
tion rate are defined as follows.

Definition 1: Spectral sup-mutual information rate:

I(PX, PY|X)

≡ inf
{
α

∣∣∣∣ lim
n→∞

Pr
{

1
n

log
PY n|Xn(Y n|Xn)

PY n(Y n)
> a

}
= 0

}
.

(2)

Spectral inf-mutual information rate:

I(PX, PY|X)

≡ sup
{
β

∣∣∣∣ lim
n→∞

Pr
{

1
n

log
PY n|Xn(Y n|Xn)

PY n(Y n)
< β

}
= 0

}
.

(3)

Remark 1: In the case that X and Y are i.i.d. processes
with a probability distribution PX,Y , both of the spectral sup-
and inf-mutual information rates coincide with the ordinary
mutual information I(X;Y ) from the law of large numbers. In
the following, readers who are not familiar to the information-
spectrum methods may regard the general processes X, Y as
the i.i.d. processes and the general channels defined below as
stationary memoryless channels, and so on.

A general channel W with an input alphabet X and an
output alphabet Y is defined as W = {Wn}∞n=1, where
Wn(·|·) is an arbitrary conditional probability distribution that
satisfies ∑

yn∈Yn

Wn(yn|xn) = 1 (4)

for each xn ∈ Xn and each n = 1, 2, · · · . For the input process
X = {Xn}∞n=1 and the output process Y = {Y n}∞n=1 of the
general channel W, Wn satisfies for any n > 0 that

PXn,Y n(xn, yn) = PXn(xn)Wn(yn|xn), (5)
PY n|Xn(yn|xn) = Wn(yn|xn), (6)

PY n(yn) =
∑

xn∈Xn

PXn(xn)Wn(yn|xn)

≡ PXnWn(yn). (7)

Note that PY n is also denoted by PXnWn because PY n is
determined by PXn and Wn.

For simplicity, the alphabets of a general channel are
denoted by X → Y when the input and output alphabets are
X and Y , respectively. Let U and W be general channels
with alphabets X̃ → X and X → Y , respectively. Then, the
cascade channel UW with alphabets X̃ → Y is defined by
UW = {(UW )n}∞n=1, where

(UW )n(yn|x̃n) ≡
∑

xn∈Xn

Un(xn|x̃n)Wn(yn|xn). (8)

Now we consider the channel resolvability problem. Let
V = {V n}∞n=1 be a general channel with alphabets X → Z ,
and let X = {Xn}∞n=1 be an input and Z = {Zn}∞n=1

be the corresponding output. Then, we want to approximate
the output Z by inputting X̂ = {X̂n}∞n=1 into the channel,
where X̂n is generated by encoding a uniform random number
K over an alphabet K ≡ {1, 2, · · · ,M(n)}. For the output
Ẑ = {Ẑn}∞n=1 of the input X̂, we evaluate the performance of
the approximation between Z and Ẑ by the variational distance
d(Zn, Ẑn) =

∥∥PZn − P
bZn

∥∥
1

=
∑

zn |PZn(zn) − P
bZn(zn)|.

Definition 2: For a given channel V = {V n}∞n=1 with
alphabets X → Y , a rate R is called achievable for an input
X if there exists a sequence of codes ϕn : X̂n = ϕn(K) that
satisfies

lim
n→∞

d(Zn, Ẑn) = 0, (9)

lim sup
n→∞

1
n

logM(n) ≤ R, (10)

where PZn(zn) = PXnV n(zn), P
bZn(zn) = P

bXnV
n(zn), and

K is the uniform random number over K ≡ {1, 2, · · · ,M(n)}.
Furthermore, the channel resolvability for an input X, denoted
by SX(V), is defined as follows.

SX(V) ≡ inf{R | R is achievable for the input X of
the channel V} (11)

Then, Han-Verdú [6] proved the next theorem.
Theorem 1: For any general channel V and any input PX,

it holds that

SX(V) ≤ I(PX,V). (12)
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Fig. 1: A non-full-rank channel.

Remark 2: The equality of (12) does not always hold. For
instance1, consider a stationary memoryless channel V (z|x)
given by Fig. 1 with PX(0) = PX(1) = 0.5. In this case, we
have PZ(0) = PZ(1) = 0.5 and I(PX,V) = I(X;Z) = log 2
while this PZ can be realized with SX(V) = 0 by using
P

bX(e) = 1. But, it is shown in [10] that if V is a full-rank
channel, i.e., V is a stationary memoryless channel such that
{V (·|x)}, x ∈ X , are linearly independent as a set of vectors,
then the channel resolvability SX(V) satisfies that for any
input X,

SX(V) = I(PX,V). (13)

Note that Fig. 1 is not a full rank channel because every full-
rank channel satisfies |X | ≤ |Z|.

III. MULTIPLEX CODING

In this section, we consider multiplex coding for wiretap
channels. Assume that Alice sends messages to Bob via a
main channel W with alphabets X → Y and Eve eavesdrops
the messages via a wiretap channel V with alphabets X → Z .
W and V are general channels in the sense of the information-
spectrum methods. The input of both channels is PX, and the
outputs of W and V are PY and PZ, respectively.

Assume that Alice sends T independent messages
K1,K2, · · · ,KT to Bob by multiplex coding. Each Kt, t =
1, 2, · · · , T , takes values in Kt ≡ {1, 2, · · · ,Mt}, and satisfies
that Pr{Kt = k} = 1/Mt for all k ∈ Kt. The aim of the
multiplex coding is to attain the following performance.
(A) Every Kt must be transmitted to Bob within an arbitrarily

small error probability.
(B) The perfect secrecy against Eve must be attained for each

Kt, t = 1, 2, · · · , T , individually.
Note that the above (B) does not require the perfect secrecy
of the entire (K1,K2, · · · ,KT ), which is usually required in
the ordinary (i.e. non-multiplex) coding for wiretap channels.
In the case of (B), although any information about each
Kt does not leak out, some information about the combi-
nation of (K1,K2, · · · ,KT ) may leak out. But, since Kt,
t = 1, 2, · · · , T , are assumed to be mutually independent,
the combination has no meaning, and hence, the individual
perfect secrecy of Kt is reasonable. (See Remark 5 for further
discussions.)

The tuple (K1,K2, · · · ,KT ) is encoded by an encoder
ϕn to a codeword Xn, which is sent to Bob via the main

1This example is given in [5, Remark 6.3.3].

channel Wn. In this paper, we consider the case that stochas-
tic encoders can be used in addition to the case that only
deterministic encoders can be used. Formally, a deterministic
encoder is described by a map

ϕn : (k1, k2, · · · , kT ) ∈ K1 ×K2 × · · · × KT

7−→ xn
k1,k2,··· ,kT

∈ Xn, (14)

while a stochastic encoder is described by

ϕn : (k1, k2, · · · , kT ) ∈ K1 ×K2 × · · · × KT

7−→ Qk1,k2,··· ,kT
∈ P(Xn),

(15)

where P(Xn) is the set of probability distributions on the
set Xn. In the case of the stochastic encoders, an input
Xn is generated according to the probability distribution
Qk1,k2,··· ,kT

when the tuple of messages is (k1, k2, · · · , kT ).
Then, the input Xn yields the output Y n for Bob via the
main channel Wn, while it yields the output Zn for Eve via
the wiretap channel V n.

The description of the deterministic encoder (14) is unified
into that of the stochastic encoder (15) using the point mass
distribution:

Qk1,k2,··· ,kT
(xn) = δϕn(k1,k2,··· ,kT )(xn) (16)

where

δϕn(k1,k2,··· ,kT )(xn) ≡

{
1 if xn = ϕn(k1, k2, · · · , kT ),
0 if xn 6= ϕn(k1, k2, · · · , kT ).

(17)

On the other hand, any stochastic encoder can be represented
by the concatenation of a deterministic encoder ϕ̃ and a
channel U with alphabets X̃ → X , which are defined by

ϕ̃n : (k1, k2, · · · , kT ) ∈ K1 ×K2 × · · · × KT

7−→ x̃n
k1,k2,··· ,kT

∈ X̃n, (18)

Un(xn|x̃n)

≡

{
Qk1,k2,··· ,kT

(xn) if x̃n = ϕ̃n(k1, k2, · · · , kT ),
Ũn(xn|x̃n) if x̃n 6= ϕ̃n(k1, k2, · · · , kT )

for any (k1, k2, · · · , kT ),
(19)

where Ũn(xn|x̃n) is an arbitrary channel. Then,
Qk1,k2,··· ,kT (xn) can be described as

Qk1,k2,··· ,kT
(xn) =

∑
exn

Un(xn|x̃n)δ
eϕn(k1,k2,··· ,kT )(x̃n).

(20)

We use both descriptions interchangeably.
Bob decodes a tuple of messages (K̂1, K̂2, · · · , K̂T ) by a

decoder ψn from the channel output Y n. Let Dk1,k2,··· ,kT

be the decoding region of (k1, k2, · · · , kT ) ∈ K1 × K2 ×
· · · × KT such that {Dk1,k2,··· ,kT } are mutually disjoint.
Then K̂1 = k1, K̂2 = k2, · · · , K̂T = kT are decoded if
Y n ∈ Dk1,k2,··· ,kT . Equivalently, we can define the decoder
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ψt
n from ψn for each message Kt, t = 1, 2, · · · , T , such that

the decoding region Dt
k of k ∈ Kt is given by

Dt
k ≡

{
yn ∈ Yn

∣∣ yn ∈Dk1,··· ,kt−1,k,kt+1,··· ,kT

for some k1, · · · , kt−1, kt+1, · · · , kT

}
.

(21)

Then for each t, Dt
1,Dt

2, · · · ,Dt
Mt

are mutually disjoint, and
K̂t = k is decoded if Y n ∈ Dt

k. In the case that K̂t 6= Kt or
Y n /∈ ∪Mt

k=1Dt
k, a decoding error occurs for the t-th message

Kt. Note that for each (k1, k2, · · · , kT ) ∈ K1×K2×· · ·×KT ,

Dk1,k2,··· ,kT = D1
k1

∩ D2
k2

∩ · · · ∩ DT
kT
. (22)

The above code is denoted by Cn({M1, · · · ,MT }, ϕn, ψn),
or Cn for short, and we evaluate the performance of the code
in the following three viewpoints.

(a) Coding rate of each message Kt:

1
n

logMt.

(b) Average decoding error probability of each message Kt:

εt
n(Cn) ≡ 1

Mt

Mt∑
k=1

Pr
{
Yn /∈ Dt

k

∣∣ Kt = k
}

=
1
Mt

Mt∑
k=1

Qt
kW

n(Dt
k). (23)

Here Dt
k is the complement set of Dt

k and Qt
k is the

probability distribution on Xn defined by

Qt
k(xn) ≡ Pr

{
Xn = xn

∣∣ Kt = k
}

=
1
Lt

∑
(k1,··· ,kt−1,kt+1··· ,kT )∈Lt

Qk1,··· ,kt−1,k,kt+1··· ,kT (xn),

(24)

where

Lt ≡ K1 × · · · × Kt−1 ×Kt+1 × · · · × KT , (25)

Lt ≡ |Lt| =
∏T

t=1Mt

Mt
. (26)

In the case of deterministic encoders, we use the de-
scription in (16). The probability distributions of the
outputs Y n and Zn of the main and wiretap channels
for the message Kt = k are given by Qt

kW
n(yn) and

Qt
kV

n(zn), respectively.

(c) Security measures:

It
n(Cn) ≡ 1

n
I(Kt;Zn)

=
1
n

1
Mt

Mt∑
k=1

D(Qt
kV

n||PZn)

=
1
n

1
Mt

Mt∑
k=1

D

(
Qt

kV
n

∥∥∥∥∥ 1
Mt

Mt∑
k=1

Qt
kV

n

)
,

(27)

dt
n(Cn) ≡ 1

Mt(Mt − 1)

Mt∑
k=1

Mt∑
k′=1(k′ 6=k)

∥∥Qt
k′V n −Qt

kV
n
∥∥

1

=
1

Mt(Mt − 1)

Mt∑
k=1

Mt∑
k′=1(k′ 6=k)∑

zn

|Qt
k′V n(zn) −Qt

kV
n(zn)|,

(28)

where D(·‖·) and ‖ · ‖1 stand for a relative entropy and
a variational distance, respectively.
Note that if It

n(Cn) is sufficiently small, then the message
Kt and the output Zn are almost independent, and hence,
Eve cannot obtain almost any information about Kt from
Zn. On the other hand, dt

n(Cn) is the security measure
based on the variational distance. If dt

n(Cn) is sufficiently
small, then the difference between the output probability
distributions Qt

kV
n and Qt

k′V n is almost zero on the
average for all k, k′ ∈ Kt. This also means that Eve
cannot obtain almost any information about Kt from Zn

on the average.
Remark 3: Although we first use the average criteria for the

error probability (23) and the security measure (28) following
[9], the same results hold even if we employ the maximum
criteria for the error probability and the variational distance.
See Definitions 7–9, Theorems 4 and 5, and Section IV-D.

Now we define the achievable rates Rt, t = 1, 2, · · · , T , for
the multiplex coding as follows.

Definition 3: If there exists a sequence of code Cn that sat-
isfies (29)–(32), then a rate-tuple (R1, R2, · · · , RT ) is called
achievable for channels (W,V) in the sense of the security
measure It

n(Cn). Furthermore, if there exists a sequence of
code Cn that satisfies (29)–(31) and (33), then a rate-tuple
(R1, R2, · · · , RT ) is called achievable for channels (W,V)
in the sense of the security measure dt

n(Cn).

lim inf
n→∞

1
n

log

(
T∏

t′=1

Mt′

)
≥ Rtotal, (29)

lim sup
n→∞

[
1
n

log

(
T∏

t′=1

Mt′

)
− 1
n

logMt

]
≤ Rtotal −Rt,

t = 1, 2, · · · , T, (30)
lim

n→∞
εt

n(Cn) = 0, t = 1, 2, · · · , T, (31)

lim
n→∞

It
n(Cn) = 0, t = 1, 2, · · · , T, (32)

lim
n→∞

dt
n(Cn) = 0, t = 1, 2, · · · , T, (33)
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where the total rate Rtotal is defined as

Rtotal =
T∑

t=1

Rt. (34)

Remark 4: Note from (29) and (30) that if
(R1, R2, · · · , RT ) is achievable, then it satisfies

lim inf
n→∞

1
n

logM t
n ≥ Rt, t = 1, 2, · · · , T, (35)

because

Rt ≤ Rtotal − lim sup
n→∞

[
1
n

log

(
T∏

t′=1

Mt′

)
− 1
n

logMt

]

≤ lim inf
n→∞

1
n

log

(
T∏

t′=1

Mt′

)

+ lim inf
n→∞

[
− 1
n

log

(
T∏

t′=1

Mt′

)
+

1
n

logMt

]

≤ lim inf
n→∞

[
1
n

log

(
T∏

t′=1

Mt′

)

− 1
n

log

(
T∏

t′=1

Mt′

)
+

1
n

logMt

]
= lim inf

n→∞

1
n

logMt. (36)

Therefore, if (R1, R2, · · · , RT ) is achievable, each Kt can be
transmitted securely with at least the rate Rt. However, for
any rate-tuple (R1, R2, · · · , RT ), there exists a sequence of
code {Cn} that does not satisfy both equalities of (29) and
(35). Such a case occurs if {Cn} satisfies

lim inf
n→∞

1
n

log

(
T∏

t′=1

Mt′

)
>

T∑
t′=1

lim inf
n→∞

1
n

logMt′ . (37)

In order to avoid this inconvenience, (30) is used instead of
(35).

Remark 5: Although (32) and (33) ensure the perfect secrecy
of each message Kt against Eve observing Z, she can get
some information about the combination of (K1,K2, · · · ,KT )
because the entire (K1,K2, · · · ,KT ) is not independent of
Z. But, since K1,K2, · · · ,KT are mutually independent, the
leaked information has no meaning. It is worth noting that
K1,K2, · · · ,KT are not mutually independent when Z is
given. Hence, if Eve gets a message Kt by a method other
than the output Z of the wiretap channel, she can also get
some information about other messages Kt′ , t′ 6= t, from Kt

and Z. If Alice and Bob want to prevent the possibility of such
attack, they must use the ordinary, i.e. non-multiplex, coding
for wiretap channels.

Definition 4: Let RI
det(W,V, T ), Rd

det(W,V, T ),
RI

sto(W,V, T ), and Rd
sto(W,V, T ) be the closures of

achievable rate-tuples (R1, R2, · · · , RT ) for the main and
wiretap channels (W,V). The subscript “det” denotes the
case that only deterministic encoders can be used while
“sto” means that stochastic encoders including deterministic
encoders can be used. Furthermore, the superscripts “I” and

“d” stand for the cases that the security is measured by
It
n(Cn) and dt

n(Cn), respectively.
From the definition, it holds obviously that for any (W,V)

and any T ,

RI
det(W,V, T ) ⊆ RI

sto(W,V, T ), (38)

Rd
det(W,V, T ) ⊆ Rd

sto(W,V, T ). (39)

Since the multiplex coding of plural messages is treated, we
usually assume in this paper that T ≥ 2. But, note that the
case of T = 1 corresponds to the ordinary coding for wiretap
channels.

In order to evaluate the above achievable rate regions,
we first define four regions Ri

1(W,V, T ), Ro
1(W,V, T ),

Ri
2(W,V, T ), and Ro

2(W,V, T ) as follows.
Definition 5:

Ri
1(W,V, T )
≡
{
(R1, R2, · · · , RT )

∣∣ There exists an input probability

distribution PX that satisfies (42) and (43)
}
, (40)

Ro
1(W,V, T )
≡
{
(R1, R2, · · · , RT )

∣∣ There exists an input probability

distribution PX that satisfies (42) and (44)
}
, (41)

Rtotal ≤ I(PX,W), (42)

Rtotal −Rt ≥ I(PX,V), t = 1, 2, · · · , T, (43)
Rtotal −Rt ≥ SX(V), t = 1, 2, · · · , T. (44)

Definition 6:

Ri
2(W,V, T )
≡
{
(R1, R2, · · · , RT )

∣∣ There exists an input probability
distribution P

eX and a test channel U with

alphabets X̃ → X that satisfy (47) and (48)
}
, (45)

Ro
2(W,V, T )
≡
{
(R1, R2, · · · , RT )

∣∣ There exists an input probability
distribution P

eX and a test channel U with

alphabets X̃ → X that satisfy (47) and (49)
}
, (46)

Rtotal ≤ I(P
eX,UW), (47)

Rtotal −Rt ≥ I(P
eX,UV), t = 1, 2, · · · , T, (48)

Rtotal −Rt ≥ S
eX(UV), t = 1, 2, · · · , T. (49)

where X̃ is an arbitrary finite alphabet, and UW with X̃ → Y
and UV with X̃ → Z are the cascade channels of (U and
W) and (U and V), respectively.

Note from (12) that Ro
1(W,V, T ) ⊇ Ri

1(W,V, T ) and
Ro

2(W,V, T ) ⊇ Ri
2(W,V, T ). For these rate regions, the

following theorems hold.
Theorem 2: For any channels W, V, and T ≥ 2,

RI
det(W,V, T ) and Rd

det(W,V, T ) satisfy

RI
det(W,V, T ) ⊇ Ri

1(W,V, T ), (50)

Ro
1(W,V, T ) ⊇ Rd

det(W,V, T ) ⊇ Ri
1(W,V, T ), (51)
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respectively. Furthermore, if V satisfies (13) for any PX, then
it holds that

Rd
det(W,V, T ) = Ri

1(W,V, T ) = Ro
1(W,V, T ). (52)

Theorem 3: For any channels W, V, and T ≥ 2,
RI

sto(W,V, T ) and Rd
sto(W,V, T ) satisfy

RI
sto(W,V, T ) ⊇ Ri

2(W,V, T ), (53)

Ro
2(W,V, T ) ⊇ Rd

sto(W,V, T ) ⊇ Ri
2(W,V, T ), (54)

respectively.
Remark 6: We note from [9, Theorem 5 and the proof of

Lemma 5] that in the case of T = 1 the secrecy capacity CS

is given by

CS = sup
P

eX,U: I(P
eX,UV)=0

I(P
eX,UW)

= sup
P

eX,U

[
I(P

eX,UW) − I(P
eX,UV)

]
(55)

in both cases of the security measures It
n(Cn) and dt

n(Cn).
On the other hand, it holds from Definition 6 that for T = 1,
R1 ≤ I(P

eX,UW), 0 = I(P
eX,UV) = S

eX(UV). Hence, it
holds for T = 1 that

RI
sto(W,V, 1) = Rd

sto(W,V, 1) = Ri
2(W,V, 1)

= Ro
2(W,V, 1) = [0, CS ]. (56)

Remark 7: From the inner bound Ri
1(W,V, T ) in Theo-

rem 2, i.e., (42) and (43), we note that if Rt satisfies

Rt ≤ sup
PX

[I(PX,W) − I(PX,V)], (57)

then Rt can be achieved by setting other Rt′ appropriately.
Similarly, from the inner bound Ri

2(W,V, T ) in Theorem 3,
i.e., (47) and (48), Rt can be achieved by setting other Rt′

appropriately if it satisfies

Rt ≤ sup
P

eX,U
[I(P

eX,UW) − I(P
eX,UV)] = CS . (58)

This means that at least one Rt can be increased to the secrecy
capacity.

Remark 8: Let P ∗
X be the input probability distribution that

can attain the channel capacity C = supPX
I(PX,W), i.e.

I(P ∗
X,W) = C. Then, from Theorem 2 and using this P ∗

X in
(40), a rate-tuple (R1, R2, · · · , RT ) is achievable if it satisfies

Rtotal = C, (59)

Rtotal −Rt ≥ I(P ∗
X,V). (60)

Note that in the case of R1 = R2 = · · · = RT , (60) holds for
T satisfying

T ≥
⌈

I(P ∗
X,W)

I(P ∗
X,W) − I(P ∗

X,V)

⌉
≥
⌈
C

CS

⌉
. (61)

Therefore, the channel capacity can be attained as the total
rate of the multiplex coding with an appropriate T , and each
message Kt can be individually protected perfectly against
Eve.

Following [9], we have adopted the average criteria for the
error probability εt

n(Cn) and the security measure dt
n(Cn) in

Theorems 2 and 3. But, even if the average error probability

εt
n(Cn) and average variational distance dt

n(Cn) is small, it
might occur that the error probability Pr

{
Yn /∈ Dt

k

∣∣ Kt =
k
}

and/or the variational distance ‖Qt
k′V n −Qt

kV
n‖1 become

large for some k, k′ ∈ Kt. To overcome this defect, we next
consider the maximum criteria as follows.

Definition 7: For a code Cn, let

ε′
t
n(Cn) ≡ max

1≤k≤Mt

Qt
kW

n(Dt
k), (62)

d′
t
n(Cn) ≡ max

1≤k,k′≤Mt

∥∥Qt
k′V n −Qt

kV
n
∥∥

1
, (63)

be the maximum error probability and the worst security
measure corresponding to (23) and (28), respectively.

Definition 8: If there exists a sequence of code Cn

that satisfies (29), (30), (64), and (65), then a rate-tuple
(R1, R2, · · · , RT ) is called achievable for the channels
(W,V) in the sense of the maximum criteria.

lim
n→∞

ε′
t
n(Cn) = 0, (64)

lim
n→∞

d′
t
n(Cn) = 0. (65)

Definition 9: We define the regions Rε′,d′

det (W,V, T ) and
Rε′,d′

sto (W,V, T ) by the closures of achievable rate-tuples
(R1, R2, · · · , RT ) for the channels (W,V) in the sense of the
maximum criteria, where the subscript “det” denotes the case
that only deterministic encoders can be used, and “sto” means
that stochastic encoders including deterministic encoders can
be used.

Theorem 4: For any channels W, V, and T ≥ 2,
Rε′,d′

det (W,V, T ) satisfies

Ro
1(W,V, T ) ⊇ Rε′,d′

det (W,V, T ) ⊇ Ri
1(W,V, T ). (66)

Furthermore, if V satisfies (13) for any PX, then it holds that

Rε′,d′

det (W,V, T ) = Ri
1(W,V, T ) = Ro

1(W,V, T ). (67)

Theorem 5: For any channels W, V, and T ≥ 2,
Rε′,d′

sto (W,V, T ) satisfies

Ro
2(W,V, T ) ⊇ Rε′,d′

sto (W,V, T ) ⊇ Ri
2(W,V, T ). (68)

We note that Remark 6 also holds for these maximum
criteria.

IV. PROOFS

A. Direct Part of Theorem 2

The direct part, i.e. (50) and the right inclusion of (51), can
be proved in the same way as [9, the proof of Theorem 3],
which uses the coding scheme introduced in [8].

In a code Cn, the total number of codewords is given
by

∏T
t=1Mt. We generate every codeword independently

with probability PXn . Then, let xn
k1,k2,··· ,kT

be the codeword
that corresponds to messages Kt = kt, t = 1, 2, · · · , T .
The decoding regions Dk1,k2,··· ,kT for messages Kt = kt,
t = 1, 2, · · · , T , are defined by

Dk1,k2,··· ,kT ≡A(xn
k1,k2,··· ,kT

)
\ ∪

(k′
1,k′

2,··· ,k′
T )

6=(k1,k2,··· ,kT )

A(xn
k′
1,k′

2,··· ,k′
T
),

(69)
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where A(xn) is defined for a given real number a, which is
determined later, as follows.

A(xn) ≡
{
yn ∈ Yn

∣∣∣∣ Wn(yn|xn)
PY n(yn)

> 2an

}
. (70)

We now evaluate the performance for the above random
code ensemble. For the case of non-multiplex coding, Hayashi
[9, Section IV] proved the coding theorem for wiretap channels
by using a dummy message with size L to keep a true message
with size M secret against Eve based on channel resolvability
coding. In the case of multiplex coding, for each message Kt,
t = 1, 2, · · · , T , the other messages can be considered as a
dummy message to keep the message Kt secret against Eve.
Hence, we don’t need to use a dummy message explicitly.
For each t, the above random code ensemble coincides with
Hayashi’s random code ensemble with the message size M =
Mt and the dummy size L = Lt defined in (26).

To evaluate the security measure dt
n(Cn), we consider the

following quantity relevant to channel resolvability coding

d̂t
n(Cn) ≡ 1

Mt

Mt∑
k=1

∥∥Qt
kV

n − PXnV n
∥∥

1
, t = 1, 2, · · · , T,

(71)

which is a measure of the approximation of PXnV by Qt
kV

on the average. Note that d̂t
n(Cn) is related to dt

n(Cn) by the
triangle inequality:

dt
n(Cn) =

1
Mt(Mt − 1)

Mt∑
k=1

Mt∑
k′=1(k′ 6=k)

∥∥Qt
k′V n −Qt

kV
n
∥∥

1

≤ 1
Mt(Mt − 1)

Mt∑
k=1

Mt∑
k′=1(k′ 6=k)

{∥∥Qt
kV

n − PXnV n
∥∥

1

+
∥∥Qt

k′V n − PXnV n
∥∥

1

}
= 2d̂t

n(Cn). (72)

Then the following Lemma holds from [9, the proof of
Theorem 3 and Lemma 2].

Lemma 1: The above random code ensemble satisfies that
for any real numbers a, b and for t = 1, 2, · · · , T ,

Eεt
n(Cn) ≤ Pr

{
1
n

log
Wn(Y n|Xn)
PY n(Y n)

< a

}
+ Lt ·Mt · 2−an

= Pr
{

1
n

log
Wn(Y n|Xn)
PY n(Y n)

< a

}
+

(
T∏

t=1

Mt

)
· 2−an, (73)

Ed̂t
n(Cn) ≤ 2Pr

{
1
n

log
V n(Zn|Xn)
PZn(Zn)

> b

}
+

√
2bn

Lt
, (74)

EIt
n(Cn) ≤ 1

n
η(δn) + δn · log |Z| + 2bn

Lt
, (75)

where E denotes the expectation over the random code en-
semble, η(x) = −x log x, and δn is defined by

δn = Pr
{

1
n

log
V n(Zn|Xn)
PZn(Zn)

> b

}
. (76)

It holds from Markov’s inequality2 that for each t,

Pr
{(
εt

n(Cn) ≤ 3T · Eεt
n(Cn)

)c}
<

1
3T

, (77)

Pr
{(
d̂t

n(Cn) ≤ 3T · Edt
n(Cn)

)c}
<

1
3T

, (78)

Pr
{(
It
n(Cn) ≤ 3T · EIt

n(Cn)
)c}

<
1

3T
, (79)

where (G)c stands for the complement event of G. Then, we
have

Pr

{
T∩

t=1

[
(εt

n(Cn) ≤ 3T · Eεt
n(Cn))∩

(d̂t
n(Cn) ≤ 3T · Edt

n(Cn))∩
(It

n(Cn) ≤ 3T · EIt
n(Cn))

]}
≥ 1 −

T∑
t=1

[
Pr
{(
εt

n(Cn) ≤ 3T · Eεt
n(Cn)

)c}
+ Pr

{(
d̂t

n(Cn) ≤ 3T · Edt
n(Cn)

)c}
+ Pr

{(
It
n(Cn) ≤ 3T · EIt

n(Cn)
)c} ]

> 0 (80)

Hence, among the random code ensemble, there exists a
code satisfying all of (81)–(83).

εt
n(Cn) ≤ 3T · Eεt

n(Cn), t = 1, 2, · · · , T, (81)

d̂t
n(Cn) ≤ 3T · Edt

n(Cn), t = 1, 2, · · · , T, (82)
It
n(Cn) ≤ 3T · EIt

n(Cn), t = 1, 2, · · · , T. (83)

Now we show by selecting parameters Mt, a, and b ade-
quately that for an arbitrarily given PX and γ > 0, a rate-tuple
(R1, R2, · · · , RT ) is achievable if it satisfies that

Rtotal ≤ I(PX,W) − γ, (84)

Rtotal −Rt ≥ I(PX,V) + γ, t = 1, 2, · · · , T. (85)

Setting Mt = 2nRt , we have that
T∏

t=1

Mt = 2nRtotal ≤ 2n(I(PX,W)−γ), (86)

Lt = 2n(Rtotal−Rt) ≥ 2n(I(PX,V)+γ). (87)

By setting a = I(PX,W) − γ/2, and b = I(PX,V) + γ/2,
we obtain that (

T∏
t=1

Mt

)
· 2−an ≤ 2−nγ/2, (88)

2bn

Lt
≤ 2−nγ/2. (89)

Hence, from (72)–(75), (81)–(83), and Definition 1, it holds
that

lim
n→∞

εt
n(Cn) = 0, t = 1, 2, · · · , T, (90)

lim
n→∞

dt
n(Cn) ≤ lim

n→∞
2d̂t

n(Cn) = 0, t = 1, 2, · · · , T, (91)

lim
n→∞

It
n(Cn) = 0, t = 1, 2, · · · , T, (92)

2Pr{G > a} < EG
a

for any non-negative random variable G and any
positive constant a.
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which means that the rate-tuple (R1, R2, · · · , RT ) is achiev-
able if it satisfies (84) and (85). Finally, since the above
argument holds for any γ > 0, any rate-tuple in Ri

1(W,V, T )
is achievable in both senses of the security measures dt

n(Cn)
and It

n(Cn).

B. Converse Part of Theorem 2

We prove the left inclusion of (51).
Let (R1, R2, · · · , RT ) ∈ Rd

det(W,V, T ). Then, there exists
a sequence of code {Cn} that satisfies (29)–(31) and (33).
Hence the code {Cn} satisfies that for any γ > 0 and any
sufficiently large n,

1
n

log

(
T∏

t′=1

Mt′

)
≥ Rtotal − γ, (93)

1
n

log

(
T∏

t′=1

Mt′

)
− 1
n

logMt ≤ Rtotal −Rt + γ,

t = 1, 2, · · · , T. (94)

Note that we can regard the code Cn for multiplex coding
as an ordinary message transmission code to Bob for sending
the tuple of messages K1,K2, · · · ,KT . Then the average error
probability of this message transmission code is given by

e(Cn) ≡ 1
M1 · · ·MT

M1∑
k1=1

· · ·
MT∑

kT =1

Pr
{
Y n /∈ Dk1,k2,··· ,kT

∣∣ K1 = k1, · · · ,KT = kT

}
.

(95)

From (22) and the union bound, e(Cn) is related to εt
n(Cn) as

follows:

e(Cn) =
1

M1 · · ·MT

M1∑
k1=1

· · ·
MT∑

kT =1

Pr
{
Y n ∈ Dc

k1,k2,··· ,kT

∣∣ K1 = k1, · · · ,KT = kT

}
≤ 1
M1 · · ·MT

M1∑
k1=1

· · ·
MT∑

kT =1

T∑
t=1

Pr
{
Y n ∈ Dc

kt

∣∣ K1 = k1, · · · ,KT = kT

}
=

T∑
t=1

1
Mt

Mt∑
kt=1

Pr
{
Y n ∈ Dc

kt

∣∣ Kt = kt

}
=

T∑
t=1

εt
n(Cn). (96)

Hence, let Xn be the uniform random variable that takes
values in the set of codewords {xn

k1,k2,··· ,kT
}kt∈Kt,t=1,··· ,T ,

then we have from Verdú-Han’s Lemma [5, Lemma 3.2.2]

that for any γ > 0,

T∑
t=1

εt
n(Cn)

≥ e(Cn)

≥ Pr

{
1
n

log
Wn(Y n|Xn)
PY n(Y n)

≤ 1
n

log

(
T∏

t=1

Mt

)
− γ

}
− e−nγ

≥ Pr
{

1
n

log
Wn(Y n|Xn)
PY n(Y n)

≤ Rtotal − 2γ
}
− e−nγ . (97)

Hence we conclude from (3) and (31) that Rtotal must satisfy
(42).

Next we prove (44) by considering the following variational
distance for each t. As defined in (24), Qt

k(xn) is the proba-
bility distribution of the input on condition that Kt = k. Then,
noting PXn = 1

Mt

∑Mt

k=1Q
t
k, we have that

‖Qt
kV

n−PXnV n‖1

=

∥∥∥∥∥Qt
kV

n − 1
Mt

Mt∑
k′=1

Qt
k′V n

∥∥∥∥∥
1

=
1
Mt

∥∥∥∥∥
Mt∑

k′=1

(
Qt

kV
n −Qt

k′V n
)∥∥∥∥∥

1

=
1
Mt

∥∥∥∥∥∥
Mt∑

k′=1(k′ 6=k)

(
Qt

kV
n −Qt

k′V n
)∥∥∥∥∥∥

1

≤ 1
Mt

Mt∑
k′=1(k′ 6=k)

∥∥Qt
kV

n −Qt
k′V n

∥∥
1

≤ 1
Mt − 1

Mt∑
k′=1(k′ 6=k)

∥∥Qt
kV

n −Qt
k′V n

∥∥
1
. (98)

Since the average of ‖Qt
kV

n − PXnV n‖1 for k = 1 to Mt

tends to zero asymptotically from (33) and (98), it must hold
that for some sequence of k(n) ∈ Kt, n = 1, 2, · · · ,

lim
n→∞

∥∥∥Qt
k(n)V

n − PXnV n
∥∥∥

1
= 0. (99)

Noting that Qt
k(n) is the uniform distribution over the set with

Lt =
(∏T

t=1Mt

)
/Mt elements, SX(V) must satisfy from

Definition 2 and (94) that for any γ > 0,

SX(V) ≤ lim sup
n→∞

1
n

logLt ≤ Rtotal −Rt + γ. (100)

Hence, any (R1, R2, · · · , RT ) ∈ Rd
det(W,V, T ) is included

in Ro
1(W,V, T ).

C. Proof of Theorem 3

In the case of Theorem 3, we can use a test channel U with
alphabets X̃ → X and a deterministic encoder ϕ̃ defined by
(18) and (19) for a stochastic encoder ϕn. Hence, Theorem 3
can be proved in the same way as Theorem 2 by considering
the cascade channels (UW,UV) instead of (W,V).
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D. Proof for the Maximum Criteria

We show the proof of Theorems 4 and 5. First, we show the
direct part, i.e., the right inclusion of (66), in Theorem 4. We
will construct a code C′′

n for multiplex coding by applying the
expurgation technique twice to the codebook Cn constructed
in Subsection IV-A which satisfies (90) and (91). To evaluate
the maximum security measure (63), we define

d̂′
t

n(Cn) ≡ max
1≤k≤Mt

∥∥Qt
kV

n − PXnV n
∥∥

1
, (101)

corresponding to (71). Then it holds that d′tn(Cn) ≤ 2d̂′
t

n(Cn)
in the same way as (72).

Let {αn}∞n=1 be a sequence of real numbers such that

0 < αn < 1, lim
n→∞

αn = 0, lim
n→∞

d̂t
n(Cn)
αn

= 0 (102)

for any t = 1, 2, · · · , T . For each t = 1, 2, · · · , T , we divide
the set Kt = {1, 2, · · · ,Mt} of messages into two disjoint
sets, Kt,good and Kt,bad, with the following ratio:

|Kt,good| : |Kt,bad| = (1 − αn) : αn, (103)

with respect to the security measure ‖Qt
kV

n − PXnV n‖1 so
that

max
k∈Kt,good

∥∥Qt
kV

n − PXnV n
∥∥

1
≤ min

k∈Kt,bad

∥∥Qt
kV

n − PXnV n
∥∥

1
.

(104)

A codeword xn
k1,k2,··· ,kT

in Cn is expurgated if kt ∈ Kt,bad
for some t = 1, 2, · · · , T . We call thus obtained codebook C′

n.
Then the set of the messages in C′

n is K′
t ≡ Kt,good with the

cardinality M ′
t ≡ (1 − αn)Mt for each t = 1, 2, · · · , T , and

hence, the coding rates of C′
n are asymptotically same as those

of Cn.
Similar to (24)–(26), letting

L′
t ≡ K′

1 × · · · × K′
t−1 ×K′

t+1 × · · · × K′
T (105)

L′
t ≡ |L′

t| =
∏T

t=1M
′
t

M ′
t

, (106)

we define the probability distribution of the input Xn corre-
sponding to the message k ∈ K′

t for the expurgated code C′
n

by

Q′t
k(xn) ≡ 1

L′
t

∑
(k1,··· ,kt−1,kt+1··· ,kT )∈L′

t

Qk1,··· ,kt−1,k,kt+1,kT
(xn).

(107)

We also define

Q′t
k,bad(x

n)

≡ 1
|Lt\L′

t|
∑

(k1,··· ,kt−1,kt+1··· ,kT )∈Lt\L′
t

Qk1,··· ,kt−1,k,kt+1,kT
(xn).

(108)

Using (24), L′
t = (1 − αn)T−1Lt, and |Lt\L′

t| = {1 − (1 −
αn)T−1}Lt, we have

Qt
k(xn)

=(1 − αn)T−1 · 1
(1 − αn)T−1Lt

·∑
(k1,··· ,kt−1,kt+1··· ,kT )∈L′

t

Qk1,··· ,kt−1,k,kt+1,kT (xn)

+ {1 − (1 − αn)T−1} · 1
{1 − (1 − αn)T−1}Lt

·∑
(k1,··· ,kt−1,kt+1··· ,kT )∈Lt\L′

t

Qk1,··· ,kt−1,k,kt+1,kT
(xn).

= (1 − αn)T−1Q′t
k(xn)

+ {1 − (1 − αn)T−1}Q′t
k,bad(x

n). (109)

Hence it holds that∥∥∥Qt
k −Q′t

k

∥∥∥
1

=
∥∥∥(1 − αn)T−1Q′t

k + {1 − (1 − αn)T−1}Q′t
k,bad −Q′t

k

∥∥∥
1

= {1 − (1 − αn)T−1}
∥∥∥Q′t

k,bad −Q′t
k

∥∥∥
1

≤ 2{1 − (1 − αn)T−1}. (110)

In the same way, we have∥∥∥Qt
kW

n −Q′t
kW

n
∥∥∥

1
≤ 2{1 − (1 − αn)T−1}, (111)∥∥∥Qt

kV
n −Q′t

kV
n
∥∥∥

1
≤ 2{1 − (1 − αn)T−1}. (112)

Now we evaluate the maximum security measures d̂′
t

n(C′
n),

t = 1, 2, · · · , T , for the expurgated code C′
n. From the

definition of K′
t and Kt,bad, we have

d̂t
n(Cn) =

1
Mt

∑
k∈Kt

∥∥Qt
kV

n − PXnV n
∥∥

1

= (1 − αn) · 1
(1 − αn)Mt

∑
k∈K′

t

∥∥Qt
kV

n − PXnV n
∥∥

1

+ αn · 1
αnMt

∑
k∈Kt,bad

∥∥Qt
kV

n − PXnV n
∥∥

1

≥ αn · 1
αnMt

∑
k∈Kt,bad

∥∥Qt
kV

n − PXnV n
∥∥

1

≥ αn · max
k∈K′

t

∥∥Qt
kV

n − PXnV n
∥∥

1
, (113)

which leads to

d̂′
t

n(C′
n) = max

k∈K′
t

∥∥∥Q′t
kV

n − PXnV n
∥∥∥

1

= max
k∈K′

t

∥∥∥Qt
kV

n − PXnV n +Q′t
kV

n −Qt
kV

n
∥∥∥

1

≤ max
k∈K′

t

∥∥Qt
kV

n − PXnV n
∥∥

1

+ max
k∈K′

t

∥∥∥Q′t
kV

n −Qt
kV

n
∥∥∥

1

≤ d̂t
n(Cn)
αn

+ 2{1 − (1 − αn)T−1}, (114)
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where we used the triangle inequality, (112), and (113). Thus
from the above inequality and (102) we obtain

lim
n→∞

d̂′
t

n(C′
n) = 0. (115)

Next we evaluate the average error probabilities εt
n(C′

n),
t = 1, 2, · · · , T , for the expurgated code C′

n as follows:

εt
n(Cn)

=
1
Mt

∑
k∈Kt

Qt
kW

n(Dt
k),

= (1 − αn) · 1
(1 − αn)Mt

∑
k∈K′

t

Qt
kW

n(Dt
k)

+ αn · 1
αnMt

∑
k∈Kt,bad

Qt
kW

n(Dt
k)

≥ (1 − αn) · 1
M ′

t

∑
k∈K′

t

Qt
kW

n(Dt
k)

≥ (1 − αn) · 1
M ′

t

∑
k∈K′

t

{
Q′t

kW
n(Dt

k) +Qt
kW

n(Dt
k)

−Q′t
kW

n(Dt
k)
}

≥ (1 − αn) · 1
M ′

t

∑
k∈K′

t

{
Q′t

kW
n(Dt

k)

−
∣∣∣Qt

kW
n(Dt

k) −Q′t
kW

n(Dt
k)
∣∣∣ }

≥ (1 − αn)
[
εt
n(C′

n) − {1 − (1 − αn)T−1}
]
, (116)

where we used the following inequality derived from (111),

max
D⊆Yn

∣∣∣Qt
kW

n(D) −Q′t
kW

n(D)
∣∣∣ = 1

2

∥∥∥Qt
kW

n −Q′t
kW

n
∥∥∥

1

≤ {1 − (1 − αn)T−1}.
(117)

Hence it holds that

lim
n→∞

εt
n(C′

n) ≤ lim
n→∞

[
εt
n(Cn)

1 − αn
+ {1 − (1 − αn)T−1}

]
= 0.

(118)

As the second stage of the expurgation, we apply the
same expurgation technique to the codebook C′

n to exclude
codewords with bad decoding error probabilities. We call thus
obtained code C′′

n. Then the coding rates of C′′
n and C′

n are
asymptotically same, and it holds that

lim
n→∞

ε′
t
n(C′′

n) = 0, lim
n→∞

d′
t
n(C′′

n) ≤ lim
n→∞

2d̂′
t

n(C′′
n) = 0,

(119)

for t = 1, 2, · · · , T simultaneously. Thus we have shown the
direct part of (66) in Theorem 4.

On the other hand, it is obvious from the definition that

Rε′,d′

det (W,V, T ) ⊆ Rd
det(W,V, T ), (120)

which means, from (51), that Rε′,d′

det (W,V, T ) ⊆
Ro

1(W,V, T ).

V. STATIONARY MEMORYLESS WIRETAP CHANNELS

In this section, we consider the case that channels W and V
are stationary memoryless channels with transition probability
distributions W and V , respectively. In this case, if we restrict
the input source PX and the test channel U to the stationary
memoryless source and channel, respectively, in (40) and (45),
then the spectral sup- and inf-mutual information rates are
equal to the ordinary mutual information. Hence the following
corollary holds from Theorems 2 and 3.

Corollary 1: If the channels W and V are stationary
memoryless channels given by W and V , respectively, it holds
for T ≥ 2 that

RI
det(W,V, T ) ⊇ R∗

1(W,V, T ), (121)

Rd
det(W,V, T ) ⊇ R∗

1(W,V, T ), (122)

RI
sto(W,V, T ) ⊇ R∗

2(W,V, T ), (123)

Rd
sto(W,V, T ) ⊇ R∗

2(W,V, T ), (124)

where R∗
1(W,V, T ) and R∗

2(W,V, T ) are defined in Defini-
tion 10 below.

Definition 10:

R∗
1(W,V, T )
≡
{
(R1, R2, · · · , RT )

∣∣ There exists an input probability

distribution PX that satisfies (127) and (128)
}
.

(125)

R∗
2(W,V, T )
≡
{
(R1, R2, · · · , RT )

∣∣ There exists an input probability
distribution P

eX and a test channel U with

alphabets X̃ → X that satisfy (129) and (130)
}
.

(126)

Rtotal ≤ I(PX ,W ), (127)
Rtotal −Rt ≥ I(PX , V ), t = 1, 2, · · · , T, (128)

Rtotal ≤ I(P
eX , UW ), (129)

Rtotal −Rt ≥ I(P
eX , UV ), t = 1, 2, · · · , T, (130)

where X̃ is an auxiliary random variable over a finite alphabet
X̃ 3, and UW with X̃ → Y and UV with X̃ → Z are
the cascade channels of (U and W ) and (U and V ), respec-
tively. The mutual information are defined as I(PX ,W ) ≡
I(X;Y ), I(PX , V ) ≡ I(X;Z), I(P

eX , UW ) ≡ I(X̃;Y ),
I(P

eX , UV ) ≡ I(X̃;Z) where the random variables make a
Markov chain X̃ → X → (Y, Z).

In the same way, Theorems 4 and 5 yield the following
corollary with respect to the maximum criteria.

Corollary 2: If the channels W and V are stationary
memoryless channels given by W and V , respectively, it holds
for T ≥ 2 that

Rε′,d′

det (W,V, T ) ⊇ R∗
1(W,V, T ), (131)

Rε′,d′

sto (W,V, T ) ⊇ R∗
2(W,V, T ). (132)

3| eX|, the cardinality of eX , can be bounded by | eX| ≤ |X | + 1. Refer [3]
for more details.
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We note that δn defined in (76) goes to zero with an
exponential order of n in the case of stationary memoryless
channels. Hence, even if we use

Ît
n(Cn) ≡ I(Kt;Zn) (133)

instead of It
n(Cn) defined in (27) as a security measure, we

can easily prove that the code shown in Section IV-A also
satisfies

lim
n→∞

Ît
n(Cn) = 0. (134)

Therefore, Corollary 1 holds for Ît
n(Cn) similarly. Further-

more, it is well known, e.g. refer [2], that the divergence
D(P1||P2) and the variational distance ‖P1 − P2‖1 satisfies

D(P1||P2) ≥
1

2 ln 2
‖P1 − P2‖2

1 . (135)

Hence, if a rate-tuple (R1, R2, · · · , RT ) is achievable for
Ît
n(Cn), then the rate-tuple is also achievable for dt

n(Cn).
This means that RbI

det(W,V, T ) ⊆ Rd
det(W,V, T ) and

RbI
sto(W,V, T ) ⊆ Rd

sto(W,V, T ). By combining Theo-
rems 2–4, Remark 2, and the above facts, we obtain the
following corollary.

Corollary 3: If the channels W and V are stationary
memoryless channels given by W and V , respectively, it holds
that

Rd
det(W,V, T ) ⊇ RbI

det(W,V, T ) ⊇ R∗
1(W,V, T ) for T ≥ 2,

(136)

Rd
sto(W,V, T ) ⊇ RbI

sto(W,V, T ) ⊇ R∗
2(W,V, T ) for T ≥ 2.

(137)

Furthermore, if the wiretap channel V is full-rank, then the
following equalities also hold.

Rε′,d′

det (W,V, T ) = Rd
det(W,V, T )

= RbI
det(W,V, T ) = R∗

1(W,V, T ) for T ≥ 2. (138)

We established the coding theorem for stationary memo-
ryless full-rank wiretap channels with deterministic coding.
From (127), (128), and (138), we note that if V is full-rank, ev-
ery Rt must satisfy Rt ≤ I(PX ,W )−I(PX , V ) for some PX .
But, if V is a non-full-rank channel with I(PX , V ) > SX(V),
it may be possible that we can increase some Rt larger than
I(PX ,W )− I(PX , V ) by using small Rtotal −Rt. This comes
from the fact that, as shown in Remark 2, the desired output
distribution of Z can be generated by using small coding
rate attaining SX(V), which is less than I(PX , V ). Hence,
in the case of non-full-rank wiretap channels, the achievable
rate region Rd

det(W,V, T ) might be larger than R∗
1(W,V, T ).

But, it is an open problem to determine SX(V), and hence
Rd

det(W,V, T ), for non-full-rank channels V.
For any full-rank channel V , (138) holds even if W is not

full-rank. However, in the case that V is a degraded version of
W , i.e. in the case that V (z|x) =

∑
y Ṽ (z|y)W (y|x) for some

Ṽ (z|y), V is not full-rank if W is not full-rank. Therefore, in
the case of degraded wiretap channels, the full-rankness of W
is also required for (138).

Remark 9: In the case of T = 1, we note from Remark 6 and
Theorem 5 that for stochastic encoders, all the achievable rate
regions for the security measures coincide with R∗

2(W,V, 1),
and the maximum R1 ∈ R∗

2(W,V, 1) is equal to the secrecy
capacity CS determined by Csiszár and Körner [3]. Hence, it
holds that

Rε′,d′

sto (W,V, 1) = Rd
sto(W,V, 1) = RI

sto(W,V, 1)

= RbI
sto(W,V, 1) = R∗

2(W,V, 1) = [0, CS ], (139)

where CS is given by

CS = max
eX→X→(Y,Z)

[
I(X̃;Y ) − I(X̃;Z)

]
. (140)

VI. SECURE MULTIPLEX LINEAR CODING FOR BINARY
SYMMETRIC WIRETAP CHANNELS

In this section, we show how the secure multiplex coding
can be realized for the security measure It

n(Cn) by linear
coding for the binary symmetric wiretap channel such that
X = Y = Z = {0, 1}, W (0|1) = W (1|0) = p, V (0|1) =
V (1|0) = q, 0 ≤ p < q ≤ 0.5. In this case, the channel
capacity C and the secrecy capacity CS are given by

C = 1 − h(p), (141)
CS = h(q) − h(p), (142)

respectively, where h(p) is the binary entropy function defined
by h(p) = −p log2 p− (1 − p) log2(1 − p).

For simplicity, we treat the case that R1 = R2 = · · · = RT

for T = dC/CSe ≥ 2. For arbitrary ξ > 0, define λ > 0
as λ = (TCS − C + ξ)/T , i.e., C − ξ = T (CS − λ). Let
each message Kt, 1 ≤ t ≤ T , be a binary sequence St ≡
(S(t−1)`+1, S(t−1)`+2, · · · , St`) where each Sj is i.i.d. such
that Pr{Sj = 0} = Pr{Sj = 1} = 0.5. We set the length ` as
` = n(CS−λ). (For simplicity of notation, we treat n(CS−λ)
as an integer because the difference dn(CS −λ)e−n(CS −λ)
can be ignored when n is sufficiently large.) Then, the coding
rates are given by

Rt =
`

n
= CS − λ, (143)

Rtotal =
T`

n
= C − ξ. (144)

Now, we define a code Cn by the following generator matrix
G.

G =


G1

G2

...
GT

 , (145)

where each submatrix Gt is a binary matrix with ` rows
and n columns. The codeword Xn is obtained by Xn =
(S1,S2, · · · ,ST )G.

We consider a random linear code ensemble such that each
element of G is chosen independently at random with equal
probability of being a 0 or a 1. Then, G has rank T` with
probability approaching 1 as n tends to infinity [11, Lemma
4.4], and the decoding error probability of (S1,S2, · · · ,ST )
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is bounded by 2−nE(Rtotal) where E(Rtotal) > 0 for Rtotal < C
[12]. Hence, (31) is satisfied.

Next we show that the above code satisfies the security
condition (32).

We first obtain the following relation.

I(St;Zn)
= H(Zn) −H(Zn|St)
= H(Zn) −H(ZnXn|St) +H(Xn|ZnSt)
= H(Zn) −H(Xn|St) −H(Zn|XnSt) +H(Xn|ZnSt)
(a)
= H(Zn) −H(Xn|St) −H(Zn|Xn) +H(Xn|ZnSt)
(b)

≤ n− n(T − 1)(CS − λ) − nh(q) +H(Xn|ZnSt)
(c)
= n− n(C − ξ − CS + λ) − nh(q) +H(Xn|ZnSt)
(d)
= −n(λ− ξ) +H(Xn|ZnSt), (146)

because

(a) St → Xn → Zn makes a Markov chain.
(b) H(Zn) ≤ n, H(Zn|Xn) = nh(q), and H(Xn|St) =

n(T−1)(CS−λ) since Xn = (S1,S2, · · · ,ST )G where
G has rank T` and every St is independent of the others.

(c) (T − 1)(CS − λ) = C − ξ − (CS − λ).
(d) C − CS = 1 − h(q).

In oder to evaluate H(Xn|ZnSt), we split St+1 and Gt+1

as St+1 = (S(1)
t+1,S

(2)
t+1) and Gt+1 =

[
G

(1)
t+1

G
(2)
t+1

]
, respectively,

where S
(1)
t+1 is the first λn bits of St+1 and G(1)

t+1 is the first
λn rows of Gt+1. (When t = T , t+1 means 1.) Now consider
the following submatrix Ĝt.

Ĝt =



G1

...
Gt−1

G
(2)
t+1

Gt+2

...
GT


, (147)

Then, we have the relation

(S1, · · · ,St−1,S
(2)
t+1,St+2 · · · ,ST )Ĝt

= (S1,S2, · · · ,ST )G− StGt − S
(1)
t+1G

(1)
t+1

= Xn − StGt − S
(1)
t+1G

(1)
t+1. (148)

The coding rate of Ĝt is given by [(T − 1)`− λn]/n = (T −
1)(CS − λ) − λ = (C − ξ − CS + λ) − λ = CV − ξ, where
CV = C−CS = 1−h(q) is the channel capacity of the wiretap
channel V . Since the coding rate of Ĝt is less than CV and
the errors of the binary symmetric channel are linear, we can
decode Xn−StGt−S

(1)
t+1G

(1)
t+1 from Zn−StGt−S

(1)
t+1G

(1)
t+1

with decoding error probability Pt,e ≤ 2−nE(CV −ξ). Hence,
since G has rank T`, we have from Fano’s inequality that for

sufficiently large n,

H(Xn|ZnSt) = H(XnS
(1)
t+1|ZnSt)

= H(S(1)
t+1|ZnSt) +H(Xn|ZnStS

(1)
t+1)

≤ H(S(1)
t+1) +H(Xn|ZnStS

(1)
t+1)

≤ nλ+ h(Pt,e) + (n− `− λ)Pt,e

≤ nλ+ ξ. (149)

Therefore, from (146) and (149), we have It
n(Cn) =

I(St;Zn)/n ≤ ξ+(ξ/n) for every t. This means that we can
realize the secure multiplex linear coding for any Rtotal < C.
In the above we considered a random linear code ensemble,
but we can easily show that there exist a code satisfying all
the required conditions in the ensemble.

Finally we note that in order to treat the strong security
measure Ît

n(Cn) instead of the weak security measure It
n(Cn),

we need more precise analysis, e.g. as shown in [13, Section
4]. We also note that if the binary wiretap channel is used
for the key agreement, we can use the same technique shown
in [14] to convert the weak secrecy to the strong secrecy for
(S1,S2, · · · ,ST ).

VII. CONCLUDING REMARKS

In this paper, we proved the coding theorems for multiplex
wiretap channel coding by applying Hayashi’s coding theorem
in wiretap channels based on channel resolvability. In the
case of non-multiplex wiretap channel coding, we cannot
send a message securely if the coding rate is larger than the
secret capacity CS . In this paper, however, we showed that
if we use multiplex wiretap channel coding to transmit plural
independent messages at the same time, every message can be
sent securely if the total coding rate is less than the channel
capacity C. In addition to the average criteria, we also proved
that the coding theorems for multiplex wiretap channel coding
hold with the maximum criteria for the error probability and
the security measure of the variational distance.

Finally, it is worth noting that the idea of secure multi-
plex coding can be applied to several information-theoretic
crypto-systems. Actually, strongly secure ramp secret sharing
schemes [15], strongly secure linear network coding [16],
and multiplex coding for bit commitment [17] are constructed
based on ideas similar to the secure multiplex coding treated
in this paper.
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