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for Gray-Scale Images∗
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SUMMARY In this paper, a method is proposed to construct
an n-out-of-n visual secret sharing scheme for gray-scale images,
for short an (n, n)-VSS-GS scheme, which is optimal in the sense
of contrast and pixel expansion, i.e., resolution. It is shown that
any (n, n)-VSS-GS scheme can be constructed based on the so-
called polynomial representation of basis matrices treated in [15],
[16]. Furthermore, it is proved that such construction can attain
the optimal (n, n)-VSS-GS scheme.
key words: visual secret sharing scheme, gray-scale image, poly-

nomial representation, contrast, pixel expansion

1. Introduction

The visual secret sharing (VSS) scheme proposed by
Naor and Shamir [18] is a method to encode a secret
image into several shares, each of which does not re-
veal any information of the secret image. Shares are
printed on transparencies for example, and distributed
to n participants. The secret image can easily be de-
crypted only by stacking the shares in an arbitrary or-
der. This property, i.e., the VSS scheme needs no com-
putation in decryption, distinguishes the VSS scheme
from ordinary secret sharing schemes.

The VSS scheme originated by Naor and Shamir
is the (k, n)-threshold scheme for black-white binary
(BW-binary) images, which we call a (k, n)-VSS-BW
scheme. The (k, n)-threshold scheme means that any k
out of n participants can decrypt the secret, but any
k − 1 or less participants cannot obtain any informa-
tion of the secret. The quality of the decrypted image
can be evaluated by contrast and pixel expansion that
determine the clearness and the resolution of the de-
crypted image, respectively. The optimizations of such
parameters are treated in [3]–[5], [7]–[9], [11], [13], [16],
[18], [22].

The (k, n) structure of VSS-BW scheme can be ex-
tended to a general access structure which is specified
by qualified sets and forbidden sets [1]. The qualified
set is a subset of n participants that can decrypt the
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secret image while a forbidden set is a subset of partici-
pants that can gain no information of the secret image.

Some other extensions are proposed in the case
of (k, n)-VSS-BW schemes. For example, the method
shown in [12] allows participants to reproduce plural
secret images as the number of shares is increased, and
each share of the method in [2] can have an identifica-
tion image instead of a random sandstorm-like image.
Some applications of VSS schemes are also investigated
in [12], [17]. VSS schemes for color secret images are
proposed in [3], [10], [14], [15], [19], [21]–[23].

In the previous studies, a secret image is usually
assumed to be huge letters and/or simple geometrical
shapes, e.g., circles, triangles, etc. But, if we can en-
crypt gray-scale images, a picture, for instance shown
in Fig. 1, can be encrypted as a secret image. In [6],
a VSS scheme for gray-scale images, for short a VSS-
GS scheme, is studied, and the necessary and sufficient
condition is derived to construct the VSS-GS scheme
for general access structures. However, concerning the
(n, n)-threshold scheme, the consideration for the opti-
mality is not sufficient, and only the minimum contrast
is treated. In this paper, we consider average contrast
and brightness offset in addition to the minimum con-
trast, and we give the optimal construction of the VSS-
GS scheme for the (n, n)-threshold scheme.

We show that an (n, n)-VSS-GS scheme can be
constructed analytically by using polynomials and si-
multaneous partial differential equations. This method
is first derived for color images in [15] and extended to
BW-binary images in [16]. In this paper, we extend

Fig. 1 Original secret image with 8-depths gray-scale.
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this method to gray-scale images. Furthermore, we
show that the optimal scheme in all the (n, n)-VSS-GS
schemes can be constructed by the proposed method.

This paper is organized as follows. In Sect. 2,
(n, n)-VSS-GS schemes, average and minimum con-
trasts, and brightness offset are formally defined,
and the polynomial representations of (n, n)-VSS-GS
schemes are described. Section 3 is devoted to show
that the optimal (n, n)-VSS-GS scheme, in the view-
point of the pixel expansion, i.e., resolution, can be con-
structed by using the polynomial representation. Fi-
nally in Sect. 4, we derive tight upper bounds of the
average and minimum contrasts.

2. Preliminaries

2.1 Definitions

A secret image is assumed to be a gray-scale image
with t-depths, t = 2, which is encrypted to n images
called shares. Each share is distributed to each par-
ticipant in P, which is the set of n participants. In
VSS-GS schemes, each pixel on the secret image is ex-
panded to m subpixels. Parameter m is called pixel
expansion, which should be as small as possible in the
viewpoint of resolution for the decrypted image. Each
subpixel consists of white or black, and a gray depth
of a pixel is represented by a composition of white and
black subpixels. We denote white and black by 0 and
1, respectively, and the mixture of them is expressed
by the OR operation ◦, which is defined as 0 ◦ 0 = 0,
1 ◦ 0 = 0 ◦ 1 = 1 ◦ 1 = 1.

An (n, n)-VSS scheme for gray-scale images with
t-depths, for short an (n, n)-VSS-GS-t scheme, can be
expressed by a set of n×mmatrices T (k), k = 1, 2, . . . , t.
The (i, j) element of T (k) takes 0 or 1 when the j-th
subpixel of the i-th share for the k-th gray depth is
white or black, respectively.

Let x
(k)
i be the i-th row vector in T (k). Then for

a given set A = {i1, i2, . . . , iq} j P, define T (k)[A] as

T (k)[A] =




x
(k)
i1

x
(k)
i2
...

x
(k)
iq


 . (1)

Furthermore, we define a map h from T (k)[A] to an
m-dimensional row vector as

h(T (k)[A]) = x
(k)
i1

m◦ x
(k)
i2

m◦ · · · m◦ x
(k)
iq

, (2)

where the operator
m◦ means the element-wise OR op-

eration of m-dimensional vectors.
Suppose that Mn is a set of matrices with n

rows, each element of which consists of 0 or 1. We
introduce an equivalence relation ∼ into matrices in

Mn. For matrices A,B ∈ Mn, A ∼ B means that
matrices A and B have the same set of column vec-
tors. In other word, it holds that for any permutation
σ : {1, 2, . . . ,m} → {1, 2, . . . ,m},

[a1,a2, . . . ,am] ∼ [aσ(1),aσ(2), . . . ,aσ(m)], (3)

where ai’s are column vectors. It is easy to check that
the relation ∼ satisfies the conditions of equivalence
relation, i.e., the reflective law, the symmetric law, and
the transitive law. For the equivalence relation ∼, we
can consider the quotient set Mn/∼, which consists of
equivalence classes. An equivalence class is represented
as 〈R〉 by a representative R of the class.

Now, we define the (n, n)-VSS-GS-t scheme as fol-
lows:

Definition 1: A VSS-GS scheme is called the (n, n)-
VSS-GS-t scheme if each pixel with the k-th gray depth
is determined by matrix T (k) which is randomly se-
lected for each pixel from the following equivalence class
〈B(k)〉.

(i) The representatives B(k), which are called the basis
matrices, satisfy that

w(h(B(t)[P])) = m− d(t), (4)

and for k = 1, 2, . . . , t− 1,

w(h(B(k+1)[P]))− w(h(B(k)[P])) = d(k), (5)

where w(v) stands for the Hamming weight of v
and d(k) is the relative difference between the k-th
and (k+1)-th gray depths. d(k) is an integer which
satisfies d(t) = 0 and d(k) = 1 for k = 1, 2, . . . , t−1.

(ii) For any set F ⊂ P satisfying |F| 5 n − 1, all
B(k)[F ], k = 1, 2, . . . , t, belong to the same equiv-
alence class in M|F|/∼. ✷

We note from the above definition that basis ma-
trix B(1) corresponds to the brightest pixel while B(t)

expresses the darkest one in the decrypted image.
Next we consider contrasts and brightness offset

which guarantee the clearness and the brightness of de-
crypted images, respectively.

Definition 2: Let B(k) be the basis matrices of an
(n, n)-VSS-GS-t scheme. Then the relative contrasts
are defined as α(k) = d(k)

m for k = 1, 2, . . . , t− 1, where
m is the pixel expansion, i.e., the number of subpixels
expanded from one pixel. Furthermore, the minimum
contrast, the average contrast, and the brightness offset
of a decrypted image are defined as

αmin = min
15k5t−1

α(k), (6)

αave =
∑t−1

k=1 α
(k)

t− 1 , (7)
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β =
d(t)

m
, (8)

respectively†. ✷

αmin represents the worst clearness in two adjacent
gray-depths while αave gives the average clearness of a
decrypted image.

In the case of the BW-binary images, i.e., t = 2,
these contrasts αmin and αave coincide with each other
and they are equal to a contrast

αNS =
d(1)

m
, (9)

which is defined by Naor and Shamir [18] for BW-
binary secret images. Hence, αmin and αave can be
considered as extensions of αNS . Since αNS does not
consider the effect of the brightness offset, Verheul and
Van Tilborg [22] proposed another contrast

αV V =
d(1)

m
(
d(1) + 2d(2)

) . (10)

But it is pointed out in [8] that αV V has a defect such
that αV V is equal to 1/m when d(2) = 0. Instead of
αV V , Eisen and Stinson [8] proposed a new contrast

αES =
d(1)

m+ d(2)
=

αNS

1 + β
, (11)

where two effects of αNS and β are included in the
contrast αES . In [8], [22], it is shown for the BW-binary
case that β effects the clearness, and the larger the
value of d(1) is and the smaller the value of d(2) is,
the clearer the decrypted image is. In other words,
large αNS and small β are desirable. However, such
consequences cannot be applied to the case of gray-
scale generally.

In the case of VSS-GS schemes, the brightest pixel
on decrypted images cannot become complete white
while complete black can be realized. In addition, the
darkest pixel on the decrypted image is not always com-
plete black. Hence, even if two VSS-GS schemes have
the same relative contrasts α(k), the brightness offset β
may be different. The larger β is, the brighter the de-
crypted image is. When β = 0, i.e., d(t) = 0, then the
darkest pixel is complete black. For instance, Fig. 2(a)
has β = 0 and α(k) = 1/16 for k = 1, 2, . . . , 7, which
means αmin = αave = 1/16. Figure 2(b) has the same
relative differences α(k) as Fig. 2(a), but Fig. 2(b) has
β = 1/16. In Fig. 2, (b) is more natural than (a) because
the complete black areas on (a) are much more conspic-
uous than other areas. But if the share size is smaller,
Fig. 2(a) may look clearer than (b). These facts mean
that it is difficult to determine the optimal value of β
because it depends on the size and/or contents of the
image, and hence β should be treated separately from
αmin or αave. In this paper, we derive the maximum

αmin and αave for a given β.
We note that gray-scale secret images are treated

in [6] and [14]. But, [14] does not consider the contrast
for gray-scale secret images. Although the relative con-
trasts and the minimum contrast are introduced in [6],
the average contrast and the brightness offset are not
considered.

Example 1: A (3, 3)-VSS-GS-3 scheme with d(1) = 1,
d(2) = 2, and d(3) = 1 is constructed by the following
basis matrices

B(1) =


0000011011011

0000101101101
0000110110110


 , (12)

B(2) =


0000011101101

0000101011011
0001000110111


 , (13)

B(3) =


0001001001111

0010010010111
0100100100111


 , (14)

which have pixel expansion m = 13. Since
w(h(B(1)[P])) = 9, w(h(B(2)[P])) = 10, and
w(h(B(3)[P])) = 12 hold, we note from Eqs. (4) and
(5) that the basis matrices attain relative differences
d(1) = 1, d(2) = 2, d(3) = 1. From Def.2, the contrasts
and brightness offset become α(1) = 1/13, α(2) = 2/13,
αmin = 1/13, αave = 3/26, and β = 1/13. Since the first
and second rows of B(1), B(2), and B(3) satisfy the fol-
lowing equivalence relation

B(1)[{1, 2}] ∼ B(2)[{1, 2}] ∼ B(3)[{1, 2}]

∼
[
0000010101111
0000101010111

]
(15)

and the similar argument holds for other combinations
of two rows, the security condition Def. 1 (ii) is also
satisfied. ✷

Next, for two matrices A and B in Mn, we define
concatenation A�B as, for example,

000
000
000


�


11

11
11


 =


00011

00011
00011


 . (16)

Furthermore, we can introduce naturally the operator
� into a quotient set Mn/∼ as 〈A〉 � 〈B〉 def= 〈A� B〉.
Note that this operator � is not commutative in Mn

but is commutative in Mn/∼ because it holds that A�
B ∼ B �A.

2.2 Polynomial Representation of VSS-GS Schemes

In [15], Koga, Iwamoto and Yamamoto proposed that a
†In [6], α(k) = d(k)

m
is called as “relative differences”

rather than “relative contrasts.”
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(a) α(1) = α(2) = · · · = α(7) = 1/16, and β = 0

(b) α(1) = α(2) = · · · = α(7) = 1/16, and β = 1/16

Fig. 2 Comparison between two decrypted images with β = 0 and β = 1/16.
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simple and efficient method to construct VSS schemes
for color secret images. In their method, the basis ma-
trices are represented by polynomials, and it is shown
that the basis matrices are derived analytically by solv-
ing some simultaneous partial differential equations for
the polynomials. Kuwakado and Tanaka [16] modified
the method to apply to VSS-BW schemes. In this sub-
section, we extend the method to VSS-GS schemes.

First, for any integer p satisfying p 5 n, we de-
fine constant-column-weight (CCW) matrix Mp,n with
weight p as the n ×

(
n
p

)
matrix that have all kinds of

column vectors with Hamming weight p. For instance,
M2,4 is given by

M2,4 ∼




001110
011001
110010
100101


 . (17)

Note that there are
(
n
p

)
! matrices that are equivalent

to Mp,n. But, by the benefit of the equivalence class,
it suffices to consider only the representative, which is
any one of the matrices.

Let M ′
p,n be an (n − 1) ×

(
n
p

)
matrix obtained

by deleting a row from Mp,n. Then, it can easily be
checked thatMp,n andM ′

p,n satisfyM ′
p,n ∼ Mp−1,n−1�

Mp,n−1, i.e.,

〈M ′
p,n〉 = 〈Mp−1,n−1〉 � 〈Mp,n−1〉 (18)

independently from the deleted row. Now we identify
the equivalence class 〈Mp,n〉 with the monomial bpwn−p

p!(n−p)!

where p and n − p represent the number of 1 (black)
and 0 (white), respectively, in each column of Mp,n.
We also represent formally the concatenation operator
� with plus operator +. If we use these representations,
〈Mp−1,n−1〉 � 〈Mp,n−1〉 can be identified with a ho-
mogeneous polynomial bp−1wn−p

(p−1)!(n−p)! +
bpwn−p−1

p!(n−p−1)! , which

is equal to ( ∂
∂b +

∂
∂w )

bpwn−p

p!(n−p)! . This fact means from
Eq. (18) that the partial differential operator ∂

∂b +
∂

∂w
represents the deletion of an arbitrary row from repre-
sentative Mp,n, and hence all matrices in 〈Mp,n〉.

Example 2: For M2,4 given by Eq. (17), the polyno-
mial representation of 〈M2,4〉 is b2w2

2!2! . If any one row
is deleted from M2,4, the deleted matrix M ′

2,4 satisfies
from Eq. (17) that

M ′
2,4∼


001110

011001
110010


∼


001110

010101
100011


=


001

010
100


�

110

101
011


 .

Hence, by the polynomial representation, 〈M ′
2,4〉 can be

described as a homogeneous polynomial b1w2

1!2! +
b2w1

2!1! ,
which is equal to ( ∂

∂b +
∂

∂w )
b2w2

2!2! . ✷

In the polynomial representation, there is one-to-
one correspondence between all equivalence classes in

Mn/∼, which are generated from finite concatenations
of CCW matrices inMn, and all homogeneous polyno-
mials with degree n. Now, assume that a basis matrix
B(k) is constructed by the concatenation of CCW ma-
trices given by

B(k) =
n⊙

p=0

M
[µ(k)

p ]
p,n , (19)

where µ
(k)
p are nonnegative integers and M [�] stands

for the �-times concatenation of matrix M , i.e.,
M �M � · · · �M︸ ︷︷ ︸

� times

. Then the equivalence class of the

basis matrix B(k) in Eq. (19) can be represented by
the corresponding homogeneous polynomials F (k)(b, w)
such as

F (k)(b, w) =
n∑

p=0

µ(k)p

bpwn−p

p!(n− p)!
, (20)

which we call a basis polynomial. Hence, the properties
in Def.1 that (n, n)-VSS-GS schemes must satisfy can
be described by basis polynomials as follows.

Theorem 1: Let F (k)(b, w), k = 1, 2, . . . , t, be ba-
sis polynomials which are identified with basis matri-
ces B(k) of an (n, n)-VSS-GS-t scheme. Then the con-
struction of basis matrices satisfying Def.1 is equivalent
to solve the following simultaneous partial differential
equations.

F (k)(0, 1)− F (k+1)(0, 1) =
d(k)

n!
, (21)

ψF (1)(b, w) = · · · = ψF (t)(b, w), (22)

where ψ = ∂
∂b +

∂
∂w and F (t+1)(0, 1) = 0. Furthermore,

the pixel expansion m is given by

m = n!F (k)(1, 1), (23)

for any k. ✷

Proof of Theorem 1: In the same way as [15], [16],
it is easy to check that Eqs. (21) and (22) correspond
to Def. 1 (i) and (ii), respectively. Equation (23) holds
because the column number of the CCW matrix Mp,n

is given by n! bpwn−p

p!(n−p)!

∣∣∣
b=1
w=1

. ✷

3. Minimum Pixel Expansion of (n, n)-VSS-
GS schemes

In this section, based on the polynomial representation,
we show how to construct the (n, n)-VSS-GS scheme
that achieves the minimum pixel expansion for given
relative differences.
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3.1 Generality of Polynomial Representation in (n, n)-
VSS-GS Schemes

If the basis matrix consists of the concatenation of
CCW matrices, it can be represented by the corre-
sponding basis polynomial. But we further show in the
next theorem that the basis matrices of any (n, n)-VSS-
GS scheme can be represented by the basis polynomials.

Theorem 2: For any (n, n)-VSS-GS-t scheme, the
basis matrices B(1), B(2), . . . , B(t), can be constructed
by the concatenation of CCW matrices in the case that
all the basis matrices contain no common column vec-
tors except the zero column vector. ✷

We can assume that all the basis matrices con-
tain no column vectors except the column zero vector
because such common vectors play no role, and hence
such common vectors can be removed or changed to the
zero vectors to make a pixel bright.

Proof of Theorem 2: We first prove that for any
column vector v in any B(i), B(i) must also contain all
vectors with the same Hamming weight as v.

In the case that v is a zero column vector, Theorem
2 holds obviously. Hence, assume that v with w(v) = 1
is a nonzero column vector of basis matrix B(i). Then
there is at least one basis matrix B(j), j �= i, that
does not contain the vector v. Although B(j) does not
contain v, it is possible that B(i) and B(j) have the
same column vectors. In such cases, B(i) and B(j) can
be represented as B(i) ∼ B̂(i) � X, B(j) ∼ B̂(j) � X,
where B̂(i) and B̂(j) contain no common column vec-
tors. Obviously, v is contained in B̂(i). Since it must
satisfy from the Def. 1 (ii) that any n − 1 rows in B̂(i)

are equivalent to the corresponding n− 1 rows in B̂(j),
B̂(j) must contain all n column vectors v1,v2, . . . ,vn

that differ one Hamming distance from v. On the other
hand, for each v�, � = 1, 2, . . . , n, B̂(i) also must have
all n column vectors that differ one Hamming distance
from v�. These facts mean that B̂(i) must have all
the column vectors that differ even Hamming distances
from v.

Since the Hamming distance between any two vec-
tors having the same Hamming weight is even, all the
vectors with Hamming weight w(v) must also be con-
tained in B̂(i).

We can also show by the similar argument that if
B(i) contains the same column vector v �-times, then
each vector with Hamming weight w(v) is also included
in B(i) �-times. Hence, in the case of (n, n)-VSS-GS
schemes, any basis matrix can be represented by the
concatenation of CCW matrices, i.e., the basis polyno-
mials. ✷

3.2 Minimum Pixel Expansion of (n, n)-VSS-GS
Schemes

In this subsection, we derive the optimal (n, n)-VSS-
GS scheme in the viewpoint of the pixel expansion m,
i.e., resolution for given relative differences d(k), k =
1, 2, . . . , t.

Theorem 3: Let m be the pixel expansion of an
(n, n)-VSS-GS-t scheme which has relative differences
d(k), k = 1, 2, . . . , t. Then the minimum pixel expan-
sion m∗ is given by

m∗ = 2n−1D + d, (24)

where d = d(t) and D =
∑t−1

k=1 d
(k). The basis matrices

that attain m∗ are given by

B(k) = M
[d]
0,n

�


 n⊙

p=0
p:even

M
[D(k)]
p,n


�


 n⊙

p=1
p:odd

M
[D−D(k)]
p,n


 , (25)

where D(k) =
∑t−1

�=k d(�). ✷

Proof of Theorem 3: From Theorems 1 and 2, we
can use the basis polynomials shown in Eq. (19) instead
of the basis matrices in the construction of (n, n)-VSS-
GS schemes. From Eqs. (20) and (21), µ(k)0 must satisfy
that

µ
(k)
0 =

t∑
�=k

d(�) = d+D(k), (26)

and

d = µ
(t)
0 < µ

(t−1)
0 < · · · < µ

(1)
0 = d+D. (27)

Since it holds that

ψF (k)(b, w)

=
n−1∑
p=0

(
µ(k)p + µ

(k)
p+1

) bpwn−p−1

p!(n− p− 1)! (28)

and ψF (k)(b, w) must satisfy Eq. (22), µ(k)p +µ
(k)
p+1 must

be independent of k. Hence, for some nonnegative in-
tegers µp, µ

(k)
p must satisfy that for any k

µp = µ(k)p + µ
(k)
p+1. (29)

Since all µp and µ
(k)
p are nonnegative integers, we have

that

µp = max
15k5t

µ(k)p (30)

for any p. Letting F ′(b, w) be
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F ′(b, w)

= ψF (1)(b, w) = ψF (2)(b, w) = · · · = ψF (t)(b, w)

=
n−1∑
p=0

µp
bpwn−p−1

p!(n− p− 1)! , (31)

the pixel expansion m is given from Eq. (23) as follows.

m = (n− 1)! F ′(1, 1) =
n−1∑
p=0

µp

(
n− 1

p

)
(32)

In order to minimize the pixel expansion m, we must
minimize all µp. In the following, we show that such
minimization is possible.

Since it holds from Eqs. (27) and (30) that µ0 =

max
15k5t

µ
(k)
0 = µ

(1)
0 = d + D, µ0 can be represented as

µ0 = ε0 + d+D for some nonnegative parameter ε0 =
0. Substituting µ0 into Eq. (29), we have µ

(k)
1 = ε0 +

d + D − µ
(k)
0 . Then µ1 can be represented as µ1 =

ε0 + ε1 +D for another nonnegative parameter ε1 = 0
because it is obtained from Eqs. (27) and (30) that µ1 =
max
15k5t

µ
(k)
1 = ε0 + d + D − min

15k5t
µ
(k)
0 = ε0 + d + D −

µ
(t)
0 = ε0 +D. Next we have from Eq. (29) that µ(k)2 =

µ1 − µ
(k)
1 = ε1 − d + µ

(k)
0 . Hence, it is also obtained

from Eqs. (27) and (30) that µ2 = max
15k5t

µ
(k)
2 = ε1 −

d+ max
15k5t

µ
(k)
0 = ε1 − d+ µ

(1)
0 = ε1 +D. Repeating the

similar procedure, we have that µ0 = ε0 + d + D and
for p = 1, 2, . . . , n,

µp = εp + εp−1 +D, (33)

µ(k)p = εp−1 +

{
µ
(k)
0 − d if p is even

D + d− µ
(k)
0 if p is odd,

(34)

where εp = 0 are parameters and µ
(k)
0 is given by

Eq. (26). Since µp should be as small as possible, the
optimal µp is obtained by letting εp = 0 for all p as
follows.

µp =
{

d+D if p = 0
D if p = 1. (35)

This optimal case can be attained from Eqs. (26) and
(34) by

µ(k)p =
{

D(k) if p = 2 is even
D −D(k) if p = 1 is odd,

(36)

and the minimum pixel expansion m∗ is obtained from
Eqs. (32) and (35) by

m∗ = µ0 +
n−1∑
p=1

µp

(
n− 1

p

)

= d+D +D
n−1∑
p=1

(
n− 1

p

)

= d+D +D(2n−1 − 1)
= 2n−1D + d. (37)

Finally, the optimal basis matrices shown in Eq. (25)
are obtained from Eqs. (19),(26) and (36). ✷

We note from the proof of Theorem 3 that in case
of m = 2n−1D + d, the basis matrices can be con-
structed by selecting εp = 0 adequately. Hence we have
the following corollary.

Corollary 1: An (n, n)-VSS-GS-t scheme with rela-
tive differences d(k) and pixel expansion m can be con-
structed if and only if it holds that

m = 2n−1D + d. (38)

✷

Theorem 3 gives the minimum pixel expansion m∗

for given relative differences d(k). But, when we can
select the minimum values of d(k), i.e., d(t) = 0, d(k) = 1
for k = 1, 2, . . . , t − 1, we have that D = t − 1 and
d = 0. This case attains the overall minimum of pixel
expansion m∗ in all allowable d(k).

Corollary 2 ([6], [18]): The minimum pixel expan-
sion m∗ in all (n, n)-VSS-GS-t schemes is given by
2n−1(t− 1). ✷

This corollary coincides with the results shown in
[6] and, in case of t = 2, [18].

Remark: We note that an (n, n)-VSS-GS scheme can
be constructed in a different way. We first transform
a gray-scale secret image into a BW-binary image with
t-depth halftones, e.g., by the dither method [20]. Then
we encrypt the binary image by the basis matrices of an
(n, n)-VSS-BW scheme. If the differences of the k-th
and (k + 1)-th halftones are d(k) which are determined
by a dither matrix, each pixel must be expanded to
at least D subpixels in the case of d(t) = 0. Since
2n−1 subpixels are required to realize any (n, n)-VSS-
BW scheme, the total pixel expansion becomes 2n−1D,
which coincides with Eq. (24) in the case of d(t) = 0.
Hence, such construction of (n, n)-VSS-GS-t schemes is
also optimal. ✷

4. Maximum Contrasts and Minimum Pixel
Expansion

In Sect. 2.1, we pointed out that the optimal brightness
offset β may depend on the size or contents of a secret
image. However, for a given β, the contrasts should be
maximized. Hence, for a given β, we derive the maxi-
mum αmin and αave in Sect. 4.1 and the minimum pixel
expansion that attains the maximum average contrast
αave in Sect. 4.2.
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4.1 Maximum αmin and αave

Blundo, De Santis and Naor [6] showed that a VSS-GS-
t scheme with a given access structure Γ exists if and
only if it holds that

∑t−1
k=1 α

(k) 5 α∗
NS , where α∗

NS is
the maximum αNS defined in Eq. (9) for the VSS-BW
schemes with the access structure Γ. In the case of the
(n, n)-VSS-GS schemes, the above inequality becomes

t−1∑
k=1

α(k) 5 2−(n−1) (39)

because the maximum contrast α∗
NS is given by α∗

NS =
2−(n−1) as shown in [18]. This condition given by
Eq. (39) can also be derived directly from Corollary 1 by
dividing both sides of Eq. (38) by m and letting d = 0.
Furthermore, we can also obtain the condition in the
case of d �= 0, i.e., β �= 0 from Eq. (38) as follows.

Corollary 3: An (n, n)-VSS-GS-t scheme with rela-
tive contrasts α(1), α(2), . . . , α(t−1) and brightness offset
β can be constructed if and only if it holds that

t−1∑
k=1

α(k) 5 2−(n−1)(1− β), (40)

and α(k) and β are rational numbers. ✷

Corollary 3 can be derived from Corollary 1. But
we have from Corollary 3 only that

m = K
(
2n−1D + d

)
(41)

for some integer K = 1. Hence, Corollary 1 cannot be
derived directly from Corollary 3. In [6], it is described
that Eq. (41) with (K = 1, D = t−1, d = 0) is obtained
directly from Eq. (40) with β = 0 in the (n, n)-threshold
case although K = 2n−1 is assumed in their proof of
[6, Theorem 3.2]. Therefore, their proof for the (n, n)-
VSS-GS schemes is not rigorous.

Note that the case of β = 0 does not always give a
clear image. Corollary 3 gives how the value of β effects
the relative contrasts.

Next, from Corollary 3 and Theorem 3, we derive
the maximum αave and αmin.

Theorem 4: In all (n, n)-VSS-GS-t schemes, the av-
erage and minimum contrasts, αave and αmin, are
bounded by

αave, αmin
(a)

5
1− β

2n−1(t− 1)
(b)

5
1

2n−1(t− 1) (42)

for t = 2. There always exist the basis matrices that
attain the equality of (a), and inequality (b) holds with
equality when β = 0. ✷

Proof of Theorem 4: From Corollary 3 and Eq. (7), it
is obvious that inequality (a) holds with respect to αave.
On the other hand, for αmin, inequality (a) follows from
that (t− 1)αmin 5

∑t−1
k=1 α

(k) 5 2−(n−1)(1− β), where
the first inequality holds with equality if and only if

d(1) = d(2) = · · · = d(t−1). (43)

Finally, inequality (b) holds because of 0 5 β < 1. ✷

We note from the proof of Theorem 4 that both
αmin and αave can be maximized at the same time in all
(n, n)-VSS-GS-t schemes by letting d(k) satisfy Eq. (43)
and d = 0. The next example attains the maximum
αmin and αave in all (3, 3)-VSS-GS-4 schemes.

Example 3: Letting d(1) = d(2) = d(3) = 1 and
d(4) = 0, the basis polynomials of the optimal (3, 3)-
VSS-GS scheme with the maximum αmin and αave is
given from Eqs. (20),(26) and (36) by

F (1)(b, w) = 3
b0w3

0!3!
+ 0

b1w2

1!2!
+ 3

b2w1

2!1!
+ 0

b3w0

3!0!
,

F (2)(b, w) = 2
b0w3

0!3!
+ 1

b1w2

1!2!
+ 2

b2w1

2!1!
+ 1

b3w0

3!0!
,

F (3)(b, w) = 1
b0w3

0!3!
+ 2

b1w2

1!2!
+ 1

b2w1

2!1!
+ 2

b3w0

3!0!
,

F (4)(b, w) = 0
b0w3

0!3!
+ 3

b1w2

1!2!
+ 0

b2w1

2!1!
+ 3

b3w0

3!0!
,

which achieve αmin = αave = 1/12, β = 0 and m = 12.
✷

4.2 Minimum Pixel Expansion with Maximum Aver-
age Contrast

In this subsection we consider the minimum pixel ex-
pansion that attains the maximum average contrast
αave for a given brightness offset β. From Corollary
3, the relative contrast α(k) and the brightness offset β
must satisfy Eq. (40), and the equality case in Eq. (40)
maximizes the average contrast αave. Therefore, we
consider such a case.

Theorem 5: In an (n, n)-VSS-GS-t scheme, assume
that the relative contrasts α(1), α(2), . . . , α(t−1) and the
brightness offset β satisfy Eq. (40) with equality, and
each α(k) and β are given by rational number α(k) = pk

qk

for k = 1, 2, . . . , t− 1 and β = pt

qt
, where pk and qk are

relatively prime. In case of β = 0, pt = 0 and qt = 1.
Then, the minimum pixel expansion m∗ is given by the
least common multiple of q1, q2, . . . , qt. ✷

Proof of Theorem 5: Let � be the least common
multiple of q1, q2, . . . , qt. Then, α(k) and β satisfy that

α(k) =
d(k)

m
=

pk

qk
=

pk
�

qk

�
, (44)
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β =
d(t)

m
=

pt

qt
=

pt
�

qt

�
. (45)

Since pk and qk are relatively prime, m must be a mul-
tiple of qk for every k and, hence, it cannot become
smaller than �. Since pk

�
qk
is an integer, we can set d(k)

as d(k) = pk
�

qk
. In this case, it holds from Eq. (24) that

m∗ = 2n−1
t−1∑
k=1

d(k) + d(t) = 2n−1�
t−1∑
k=1

pk

qk
+ pt

�

qt

= �

(
2n−1

t−1∑
k=1

α(k) + β

)
= �, (46)

where the last equality follows from the equality case of
Eq. (40). Hence, � is the minimum pixel expansion. ✷

We note from the proof of Theorem 4 that the
minimum pixel expansion m∗ given in Theorem 5 also
attains the maximum αmin if α(k) and β satisfy Eq. (40)
with equality and α(1) = α(2) = · · · = α(t−1).

Example 4: We construct the (3, 3)-VSS-GS-4
scheme with relative contrasts α(1) = 1/16, α(2) = 3/32,
α(3) = 1/16 and brightness offset β = 1/8 which satisfy∑4−1

k=1 α
(k) = 2−(3−1)(1 − 1

8 ). Since the least common
multiple of denominators of α(k) and β is given by � =
32, we can attain m∗ = 32. Actually, we can realize
this m∗ by letting d(k) = �α(k) and d(t) = �β, i.e.,
d(1) = 2, d(2) = 3, d(3) = 2, and d(4) = 4, which derive
the following basis polynomials.

F (1)(b, w)=11
b0w3

0!3!
+0

b1w2

1!2!
+7

b2w1

2!1!
+0

b3w0

3!0!
,

F (2)(b, w)=9
b0w3

0!3!
+2

b1w2

1!2!
+5

b2w1

2!1!
+2

b3w0

3!0!
,

F (3)(b, w)=6
b0w3

0!3!
+5

b1w2

1!2!
+2

b2w1

2!1!
+5

b3w0

3!0!
,

F (4)(b, w)=4
b0w3

0!3!
+7

b1w2

1!2!
+0

b2w1

2!1!
+7

b3w0

3!0!
.

✷

Finally we consider the minimum pixel expansion
m∗ in the case that both αmin and αave are maxi-
mized at the same time for β = 0. From Theorem 4,
the maximum of αmin and αave can be achieved when
α(k) = 1

(t−1)2n−1 for all k = 1, 2, . . . , t− 1. In this case,
the pixel expansion is given by 2n−1(t− 1) from Theo-
rem 5. We note from Corollary 2 that this m∗ is equal
to the minimum pixel expansion in all (n, n)-VSS-GS-t
schemes.

5. Conclusion

In this paper, we considered the optimal construction

of the (n, n)-VSS-GS schemes to minimize the pixel ex-
pansion for given relative differences d(k), relative con-
trasts α(k), or the minimum and average contrasts αmin
and αave with a brightness offset β.

First we showed that the basis polynomials can
represent any (n, n)-VSS-GS scheme. Then we derived
analytically the attainable minimum pixel expansion
for given relative differences d(k) by using the polyno-
mial representation of VSS-GS schemes. Furthermore,
we clarified the maximum value of contrasts αmin and
αave, and we derived the minimum pixel expansion for
given relative contrasts α(k) and brightness offset β.

(n, n)-VSS-GS schemes can easily be extended to
general (k, n)-VSS-GS schemes or VSS-GS schemes
with a general access structures in the same way as
shown in, for example, [1], [15]. But it is difficult to
derive the optimal (k, n)-VSS-GS scheme in the case
of k < n. We note that Theorem 3 does not hold
for the (k, n)-threshold case. For instance, the opti-
mal construction of the (2, n)-VSS-BW scheme shown
in [5] cannot be represented by any basis polynomials.
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