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Optimal Multiple Assignments Based on Integer Programming in
Secret Sharing Schemes with General Access Structures∗
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SUMMARY It is known that for any general access structure, a secret
sharing scheme (SSS) can be constructed from an (m,m)-threshold scheme
by using the so-called cumulative map or from a (t,m)-threshold SSS by a
modified cumulative map. However, such constructed SSSs are not efficient
generally. In this paper, a new method is proposed to construct a SSS from
a (t,m)-threshold scheme for any given general access structure. In the
proposed method, integer programming is used to derive the optimal (t,m)-
threshold scheme and the optimal distribution of the shares to minimize the
average or maximum size of the distributed shares to participants. From the
optimality, it can always attain lower coding rate than the cumulative maps
because the cumulative maps cannot attain the optimal distribution in many
cases. The same method is also applied to construct SSSs for incomplete
access structures and/or ramp access structures.
key words: secret sharing schemes, general access structures, multiple
assignment map, integer programming, ramp schemes

1. Introduction

A Secret Sharing Scheme [1], [2] (SSS) is a method to share
a secret information S among a set of participants securely.
The secret S is encoded to so-called shares V1,V2, . . . ,Vn,
each of which is distributed to a participant. In the case
(k, n)-threshold SSSs, the secret S can be reproduced from
any k out of n shares although any k−1 or less shares do not
leak any information of S . Hence, S is secure even if k − 1
shares are stolen or n − k shares are destroyed. The (k, n)-
threshold access structure can be generalized to so-called
general access structures which consist of the families of
qualified sets and forbidden sets. A qualified set is the subset
of shares that can reproduce the secret, but a forbidden set
is the subset that does not leak out any information of S .

Generally, the efficiency of a SSS is measured by the
entropy of each share. It is known that for any access struc-
tures, the entropies of secret S and shares Vi, i = 1, 2, . . . , n,
must satisfy H(Vi) ≥ H(S ) [3]–[5]. Furthermore, in the
case of (k, n)-threshold SSSs, the optimal SSSs attaining
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H(Vi) = H(S ) can easily be constructed [1]. However, it is
hard to derive efficient SSSs for arbitrarily given general ac-
cess structures although several construction methods have
been proposed.

For example, the monotone circuit construction [6] is
a method to realize a SSS by combining several (m,m)-
threshold SSSs. This method is simple but inefficient, and
hence, it is extended to the decomposition construction [7],
which uses several decomposed general SSSs. Although the
decomposition construction can attain the optimal coding
rates for some special access structures, it cannot construct
an efficient SSS in the case that the decomposed SSSs can-
not be realized efficiently. Note that a monotone circuit con-
struction is based on qualified sets. Hence, as another exten-
sion of monotone circuit construction, a method is proposed
to construct a SSS with general access structures based on
qualified sets and (t,m)-threshold SSSs [8].

On the other hand, for any given general access struc-
ture, a SSS can be constructed from a (t,m)-threshold SSS
by a multiple assignment map such that t or more shares
of the (t,m)-threshold SSS are assigned to qualified sets but
t − 1 or less shares are assigned to forbidden sets. The cu-
mulative map is a simple realization of the multiple assign-
ment map based on an (m,m)-threshold SSS [9]–[11], and
from the simplicity, it is often used in visual secret sharing
schemes for general access structures [12], [13]. However,
it is known that the SSS constructed by the cumulative map
is inefficient generally, especially in the case that the access
structure is a (k, n)-threshold SSS with k � n. Recently, a
modified cumulative map based on a (t,m)-threshold SSS is
proposed to overcome this defect [14]. But, the modified cu-
mulative map is not always more efficient than the original
cumulative map.

In this paper, we propose a new construction method
that can derive the optimal multiple assignment map by
integer programming. The proposed construction method
is simple and optimal in the sense of multiple assignment
maps. Furthermore, it can also be applied to incomplete
and/or ramp access structures.

This paper is organized as follows. In Sect. 2, we give
the definitions of SSSs and introduce the multiple assign-
ment map. We also introduce the construction methods of
the cumulative map and the modified cumulative map, and
we point out their defects. To overcome such defects, we
propose a new construction method of the optimal multiple
assignment map by integer programming in Sect. 3. Fur-
thermore, Sections 4 and 5 are devoted to present the appli-
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cations of the proposed method to incomplete or ramp SSSs
for general access structures, respectively.

2. Preliminaries

2.1 Definitions

Throughout this paper, a set of shares and a family of share
sets are represented by bold-face and script letters, respec-
tively. For sets A and B, we denote a difference set by A−B,

which is defined as A − B
def
= A ∩ B where B means the

complement of B. Furthermore, the cardinality of A is rep-
resented by |A|, and the Cartesian product of A and B is
expressed by A × B.

Let V = {V1,V2, . . . ,Vn} be the entire set of shares, and
let 2V be the entire family of subsets of V. We represent the
family of qualified sets that can reproduce a secret informa-
tion S and the family of forbidden sets that cannot gain any
information of S byA1 andA0, respectively.
Γ = {A1,A0} is called an access structure. For in-

stance, the access structure of (k, n)-threshold SSSs can be
represented as follows:

A1 = {A ∈ 2V : k ≤ |A| ≤ n}, (1)

A0 = {A ∈ 2V : 0 ≤ |A| ≤ k − 1}. (2)

In SSSs, it obviously holds thatA1∩A0 = ∅. If it also holds
thatA1∪A0 = 2V , the access structure is called complete. If
A1 ∪A0 � 2V , it is called incomplete. Note that any access
structure must satisfy the following monotonicity.

A ∈ A1 ⇒ A′ ∈ A1 for all A′ ⊇ A (3)

A ∈ A0 ⇒ A′ ∈ A0 for all A′ ⊆ A (4)

Therefore, we can define the family of minimal qualified sets
and the family of maximal forbidden sets as follows:

A−1 = {A ∈ A1 : A − {V} � A1 for any V ∈ A}, (5)

A+0 = {A ∈ A0 : A ∪ {V} � A0 for any V ∈ V − A}.
(6)

We assume that the secret information S and each
share Vi are random variables, which take values in fi-
nite fields FS and FVi , respectively. Then, share set A =

{Vi1 ,Vi2 , . . . ,Viu }(⊆ V), which takes values in FA
def
= FVi1

×
FVi2
× · · · × FViu

, must satisfy the following conditions:

H(S |A) = H(S ) if A ∈ A0, (7)

H(S |A) = 0 if A ∈ A1, (8)

where H(S ) is the entropy of S and H(S |A) is the condi-
tional entropy of S for a given A.

Now, let us define the coding rate of a share Vi as

ρi
def
= H(Vi)/H(S ), for i = 1, 2, . . . , n†. Since each ρi may be

different in the case of general access structures, it is cum-
bersome to treat each ρi individually. Hence, we consider
only the following average coding rate ρ̃ and worst coding
rate ρ∗.

ρ̃
def
=

1
n

n∑
i=1

ρi, (9)

ρ∗ def
= max

1≤i≤n
ρi. (10)

For a given access structure Γ = {A1,A0}, we call V ∈
V a significant share if there exists a share set A ∈ 2V such
that A ∪ {V} ∈ A1 but A ∈ A0.

Remark 1: Note that a non-significant share plays no roll
in the SSS, and hence, ρi = 0 can always be attained for each
non-significant share Vi in any access structure Γ. Further-
more, if there exists a non-significant share Vi with ρi > 0,
the average coding rate can be reduced by setting ρi = 0
without changing all the significant shares. Hence, we call
a non-significant share a vacuous share. On the other hand,
we have ρi ≥ 1 for any significant share Vi because it must
satisfy H(Vi) ≥ H(S ) [3]–[5]. In the following, we assume
that every share is significant. �

If a SSS attains ρi = 1 for all i, it is called ideal. It
is known that in the case of (k, n)-threshold SSSs, the ideal
SSS can easily be constructed for any k and n [1]. Since
ρi ≥ 1, i = 1, 2, . . . , n, must hold for any significant share Vi

in any access structures, ρ̃ = 1 or ρ∗ = 1 are the necessary
and sufficient conditions for a SSS to be ideal [4].

2.2 Multiple Assignment Map

In this paper, we consider the construction of SSSs with gen-
eral access structures by distributing one or more shares of
a (t,m)-threshold SSS to each participant. The construction
method can generally be formulated by the multiple assign-
ment map [9]–[11], which is explained in the following.

Let Γ = {A1,A0} be a given general access struc-
ture with the entire share set V = {V1,V2, . . . ,Vn} and
let W(t,m) = {W (t)

1 ,W
(t)
2 , . . . ,W

(t)
m } be the entire share set

of a (t,m)-threshold SSS. We now consider a map ϕΓ :
{1, 2, . . . , n} → 2W(t,m) , which assigns each i ∈ {1, 2, . . . , n}
a subset of shares generated by the (t,m)-threshold scheme,

and a map ΦΓ : 2V → 2W(t,m) , which is defined as ΦΓ(A)
def
=⋃

Vi∈A ϕΓ(i) for a share set A ⊆ V. Then, ϕΓ is called a
multiple assignment map for the access structure Γ if ΦΓ(A)
satisfies the following conditions [9]–[11]:

|ΦΓ(A)| ≥ t if A ∈ A1, (11)

|ΦΓ(A)| ≤ t − 1 if A ∈ A0, (12)

ΦΓ(V) =W(t,m). (13)

It is easy to see that any SSS with access structure Γ sat-
isfying (7) and (8) can be realized by letting Vi = ϕΓ(i) if

†The coding rate ρi implies the number of bits of Vi per one
bit of the secret S . We note that a coding rate is often defined
as H(S )/H(Vi), which is the inverse of ρi, since it takes a value
between zero and one. However, H(S )/H(Vi) can become larger
than one in ramp SSSs. See Sect. 5. We use ρi as the coding rate
in this paper because ramp SSSs are treated in addition to normal
SSSs and the average coding rate ρ̃ can be simply defined as (9).
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(11)–(13) are satisfied. To distinguish W (t)
j ∈W(t,m) from the

shares Vi of Γ, we call W (t)
j a primitive share.

Remark 2: In the multiple assignment maps, only one
(t,m)-threshold SSS is used. Although SSSs with general
access structures can be constructed by two or more thresh-
old SSSs, e.g., [6], [8], [14], [14, proposed scheme II], and
[15], they are out of the scope of this paper.

�

Since any (t,m)-threshold SSS can easily be con-
structed as an ideal SSS [1], [3], we assume in this paper that
the (t,m)-threshold SSS with W(t,m) = {W (t)

1 ,W
(t)
2 , . . . ,W

(t)
m }

is ideal. Then, the average and worst coding rates defined
by (9) and (10) become

ρ̃ =
1
n

n∑
i=1

|ϕΓ(i)|, (14)

ρ∗ = max
1≤i≤n
|ϕΓ(i)|, (15)

respectively, since it holds that H(W (t)
j ) = H(S ) and, hence,

ρi = |ϕΓ(i)|.
In the case of t = m, it is known that the multiple as-

signment map ϕΓ satisfying (11)–(13) can be realized for
any access structures [9]–[11]. Suppose that the access
structure Γ = {A1,A0} has

A+0 = {F1, F2, . . . , Fm}. (16)

Since m = |A+0 |, consider the map ψΓ : {1, 2, . . . , n} →
2W(m,m) defined by

ψΓ(i) =
⋃

j:Vi�F j

{
W (m)

j

}
(17)

where F j ∈ A+0 and W(m,m) = {W (m)
1 ,W (m)

2 , . . . ,W (m)
m } is the

entire set of primitive shares of an (m,m)-threshold SSS.
The above multiple assignment map ψΓ is called the cumu-
lative map [9]–[11], [16].

Example 3: Assume that n = 4 and access structure Γ1 is
defined by

A−1 = {{V1,V2,V3}, {V1,V4}, {V2,V4}, {V3,V4}}, (18)

A+0 = {{V1,V2}, {V1,V3}, {V2,V3}, {V4}}. (19)

Then, m =
∣∣∣A+0
∣∣∣ = 4, and the cumulative map ψΓ1 is given

from (17) as follows.

V1 = ψΓ1 (1) =
{
W (4)

3 ,W (4)
4

}
, (20)

V2 = ψΓ1 (2) =
{
W (4)

2 ,W (4)
4

}
, (21)

V3 = ψΓ1 (3) =
{
W (4)

1 ,W (4)
4

}
, (22)

V4 = ψΓ1 (4) =
{
W (4)

1 ,W (4)
2 ,W (4)

3

}
. (23)

In this example, it holds that ρ̃ = 9/4 and ρ∗ = 3. �

It is known that the next theorem holds for the cumula-
tive map ψΓ.

Theorem 4 ([16]): For any multiple assignment map ϕΓ :
{1, 2, . . . , n} → 2W(t,m) with t = m, it must hold that |W(m,m)| ≥
|A+0 |, i.e., m ≥ |A+0 |. The equality holds if and only if ϕΓ(i)
is equal to the cumulative map ψΓ(i) defined by (17) except
the freedom of permutations of F j’s in (16). �

Theorem 4 means that, in the case of t = m, the cumu-
lative map ψΓ minimizes the number of primitive shares m.
But, the minimization of m does not mean the realization of
an efficient SSS generally because it does not minimize the
average coding rate ρ̃ and/or the worst coding rate ρ∗.

For instance, consider the case that Γ is a (k, n)-
threshold access structure with k � n. If we construct
shares Vi by the cumulative map ψ for this Γ, each Vi

must consist of
(

n−1
k−1

)
primitive shares of an

((
n

k−1

)
,
(

n
k−1

))
-

threshold SSS because of |A+0 | =
(

n
k−1

)
. This means that

ρ̃ = ρ∗ =
(

n−1
k−1

)
. But, if we use the (k, n)-threshold SSS itself,

we have ρ̃ = ρ∗ = 1 because each Vi consists of one primi-
tive share. Hence, the cumulative map is quite inefficient in
the case that Γ is a (k, n)-threshold access structure. In order
to overcome this defect, a modified cumulative map is pro-
posed in [14] based on (t,m)-threshold SSSs†. The modified
cumulative map ψ′

Γ
is constructed as follows.

Construction 5 ([14]): For a given Γ = {A0,A1} and a

positive integer g
def
= min

A∈A−1
|A|, let G0 ⊆ A+0 be the family

defined by

G0 = {G ∈ A+0 : |G| ≥ g}. (24)

When G0 = {G1,G2, . . . ,Gu} � ∅, let l j
def
= |G j| − g + 1

for j = 1, 2, . . . , u, and � j
def
=
∑ j

p=1 lp. If G0 = ∅, let
u = 1 and �1 = 0. Then, consider a (g + �u, n + �u)-
threshold SSS and the set of primitive shares W(g+�u,n+�u) =

{W (g+�u)
1 ,W (g+�u)

2 , . . . ,W (g+�u)
n+�u
}. Furthermore, let U j, j =

1, 2, . . . , u, be the subset of primitive shares defined by

U1 = ∅ if G0 = ∅, (25)

U j =

{
W (g+�u)

n+� j−1+1,W
(g+�u)
n+� j−1+2, . . . ,W

(g+�u)
n+� j

}
if G0 � ∅, (26)

where �0 = 0. Then, the modified cumulative map ψ′
Γ

is
defined by

ψ′Γ(i) =
{
W (g+�u)

i

}
∪
⎧⎪⎪⎪⎨⎪⎪⎪⎩
⋃

j:Vi�G j

U j

⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (27)

�

In the case where Γ is a (k, n)-threshold access struc-
ture, it holds that G0 = ∅ and U1 = ∅, and hence, it holds
that ψ′

Γ
(i) = {W (k)

i } for i = 1, 2, . . . , n and this scheme co-
incides with the ideal (k, n)-threshold SSS [14]. Therefore,

†Since proposed scheme II in [14] uses two or more (t,m)-
threshold SSSs, it is not considered in this paper. See Remark 2.
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the modified cumulative map ψ′
Γ

is efficient if Γ is, or is sim-
ilar to, a (k, n)-threshold access structures. Furthermore, it
is shown in [14] that if the access structure Γ satisfies

∣∣∣A+0 ∣∣∣ ≥ (n − g − 1)�u + n + 2|G0|
n − g + 1

, (28)

then it holds that for the original cumulative map ψΓ,∑
Vi∈V |ψ′Γ(i)| ≤

∑
Vi∈V |ψΓ(i)|, which means that the average

coding rate ρ̃ of ψ′
Γ

is smaller than or equal to ψΓ.
But, as shown in the following example, ψ′

Γ
is not al-

ways more efficient than ψΓ if Γ does not satisfy (28).

Example 6: Consider the access structure Γ1 given by
(18) and (19) in Example 3, which does not satisfy (28).
Since we have g = 2 from (18), G0 becomes G0 =

{{V1,V2}, {V1,V3}, {V2,V3}} def
= {G1,G2,G3}. Furthermore,

since we have that l1 = l2 = l3 = 1 and �3 = 3, Ui’s are
determined as U1 = {W (5)

5 }, U2 = {W (5)
6 }, U3 = {W (5)

7 } for

W(5,7) = {W (5)
1 ,W (5)

2 , . . . ,W (5)
7 }. Hence, we can check that Γ1

does not satisfy (28) because of |A+0 | = 4, n = 4, g = 2,
�u = 3, and |G0| = 3. Finally, we have from (27) that

V1 = ψ′Γ1
(1) =

{
W (5)

1 ,W (5)
7

}
, (29)

V2 = ψ′Γ1
(2) =

{
W (5)

2 ,W (5)
6

}
, (30)

V3 = ψ′Γ1
(3) =

{
W (5)

3 ,W (5)
5

}
, (31)

V4 = ψ′Γ1
(4) =

{
W (5)

4 ,W (5)
5 ,W (5)

6 ,W (5)
7

}
. (32)

In this example, the coding rates are given by ρ̃ = 5/2 and
ρ∗ = 4, which are larger than the coding rates of Example 3,
i.e., ρ̃ = 9/4 and ρ∗ = 3. �

Note that (28) does not guarantee that the worst coding
rate ρ∗ of ψ′

Γ
is smaller than ψΓ. Actually, the next example

shows a case where ψ′
Γ

attains a smaller average coding rate
but gives larger worst coding rate than ψΓ.

Example 7: Consider the access structure Γ2 given by

A−1 = {{V1,V2,V3,V5}, {V1,V2,V4}, {V1,V3,V4},
{V1,V4,V5}, {V2,V3,V4},
{V2,V4,V5}, {V3,V4,V5}}, (33)

A+0 = {{V1,V2,V3}, {V1,V2,V5}, {V1,V3,V5},
{V2,V3,V5}, {V1,V4},
{V2,V4}, {V3,V4}, {V4,V5}}. (34)

Then, the cumulative map ψΓ2 is constructed as follows:

V1 = ψΓ2 (1) =
{
W (8)

4 ,W (8)
6 ,W (8)

7 ,W (8)
8

}
, (35)

V2 = ψΓ2 (2) =
{
W (8)

3 ,W (8)
5 ,W (8)

7 ,W (8)
8

}
, (36)

V3 = ψΓ2 (3) =
{
W (8)

2 ,W (8)
5 ,W (8)

6 ,W (8)
8

}
, (37)

V4 = ψΓ2 (4) =
{
W (8)

1 ,W (8)
2 ,W (8)

3 ,W (8)
4

}
, (38)

V5 = ψΓ2 (5) =
{
W (8)

1 ,W (8)
5 ,W (8)

6 ,W (8)
7

}
, (39)

which attains that ρ̃ = ρ∗ = 4. On the other hand, the modi-
fied cumulative map ψ′

Γ2
is given by

V1 = ψ′Γ2
(1) =

{
W (7)

1 ,W (7)
9

}
, (40)

V2 = ψ′Γ2
(2) =

{
W (7)

2 ,W (7)
8

}
, (41)

V3 = ψ′Γ2
(3) =

{
W (7)

3 ,W (7)
7

}
, (42)

V4 = ψ′Γ2
(4) =

{
W (7)

4 ,W (7)
6 ,W (7)

7 ,W (7)
8 ,W (7)

9

}
, (43)

V5 = ψ′Γ2
(5) =

{
W (7)

5 ,W (7)
6

}
. (44)

Observe that the rates of ψ′
Γ2

are given by ρ̃ = 13/5, ρ∗ = 5.
Hence, ψ′

Γ2
gives smaller ρ̃ but larger ρ∗ than ψΓ2 . �

As shown in Examples 6 and 7, the modified cumula-
tive map cannot always overcome the defects of the original
cumulative maps. Hence, in the next section, we propose a
construction method of multiple assignment maps that can
attain the optimal average or worst case coding rates based
on integer programming.

3. Optimal Multiple Assignment Maps

For a multiple assignment map ϕΓ : {1, 2, . . . , n} → 2W(t,m) , a
set A ⊆ V, and p ∈ {0, 1, . . . , 2n − 1}, let Xp be the subset of
W(t,m) defined by

Xp =

⎡⎢⎢⎢⎢⎢⎢⎣
⋂

i:b(p)i=1

ϕΓ(i)

⎤⎥⎥⎥⎥⎥⎥⎦ ∩
⎡⎢⎢⎢⎢⎢⎢⎣
⋂

i:b(p)i=0

ϕΓ(i)

⎤⎥⎥⎥⎥⎥⎥⎦ , (45)

where b(p)i is the i-th least significant bit in the n-bit bi-
nary representation of p. For example, in the case of p = 4
and n = 3, it holds that b(4)3 = 1, and (45) becomes
X4 = ϕΓ(3) ∩ ϕΓ(1) ∩ ϕΓ(2). Figure 1 is the Venn diagram
which shows the relation between Xp’s and ϕΓ(i)’s in the
case of n = 3. Since ϕΓ must satisfy (13), it must hold that⋂n

i=1 ϕΓ(i) = ∅, which implies that X0 = ∅. Hence, we con-
sider only Xp for p = 1, 2, . . . , 2n − 1 in the following.

Then, it is easy to check that Xp’s satisfy the following

equations for an arbitrary n and N
def
= 2n − 1.

Xp ∩ Xp′ = ∅ if p � p′ (46)

ϕΓ(i) =
⋃

p:b(p)i=1

Xp (47)

ΦΓ(A) =
⋃
Vi∈A

ϕΓ(i) =
⋃

p:b(p)i=1

for some Vi∈A

Xp (48)

Fig. 1 Relation between ϕΓ(i)’s and Xk’s in the case of n = 3.
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Letting xp = |Xp|, the cardinality of ΦΓ(A) is given by

|ΦΓ(A)| =
∑

p:b(p)i=1

for some Vi∈A

xp, (49)

from (46) and (48).
Now, we describe how to design the optimal multiple

assignment map ϕ̃Γ which attains the minimum average cod-
ing rate. Note that, in order to design the multiple assign-
ment map ϕΓ for the set of primitive shares W(t,m), we have
to determine only xp, p = 1, 2, . . . ,N, and t, since m can be
calculated as m =

∑N
p=1 xp from (13) and (49).

Let y
def
= [t, x1, x2, . . . , xN] be the (N + 1)-dimensional

parameter vector to minimize the average coding rate.
Furthermore, for an integer � and a share set A, de-

fine an (N + 1)-dimensional row vector a(�; A)
def
=

[�, 1(A)1, 1(A)2, . . . , 1(A)N] where

1(A)p =

{
1 if b(p)i = 1 for some Vi ∈ A
0 otherwise.

(50)

Then, since (49) can be represented by inner product as
|ΦΓ(A)| = a(0; A) · y� where y� means the transpose of
vector y, the inequalities in the constraints (11) and (12) can
be represented by a(0; A) · y� ≥ t, and a(0; A) · y� ≤ t − 1,
respectively. Therefore, these constraints can be expressed
as

a(−1; A) · y� ≥ 0 if A ∈ A−1 , (51)

−a(−1; A) · y� ≥ 1 if A ∈ A+0 , (52)

respectively. Furthermore, denoting the Hamming weight in
the binary representation of p by hp, it holds from (47) that

n∑
i=1

|ϕΓ(i)| =
n∑

i=1

∑
p:b(p)i=1

xp =

N∑
p=1

hpxp = h · y�, (53)

where h = [0, h1, . . . , hN] ∈ ZN+1. Hence, the average cod-
ing rate ρ̃ in (14) is given by (1/n) h · y� which we want to
minimize.

We note here that a(·; ·) and h do not depend on the
multiple assignment map ϕΓ, and hence, summarizing (50)–
(53), we can formulate the integer programming problem
IPρ̃(Γ) that minimizes the average coding rate ρ̃ under the
constraints of (11) and (12) as follows:

IPρ̃(Γ)

minimize h · y�
subject to a(−1; A) · y� ≥ 0 for A ∈ A−1−a(−1; A) · y� ≥ 1 for A ∈ A+0

y ≥ 0

The optimal multiple assignment map ϕ̃Γ that attains
the minimum average coding rate can be constructed as
follows. First, let ỹ = [t̃, x̃1, x̃2, . . . , x̃N] be the minimiz-
ers of the integer programming problem IPρ̃(Γ), and we
use the (t̃, m̃)-threshold SSS with primitive shares W(t̃,m̃) =

{W (t̃)
1 ,W

(t̃)
2 , . . . ,W

(t̃)
m̃ } for secret S where m̃ can be calculated

from m̃ =
∑N

p=1 x̃p. Then, for each p, we can assign x̃p dif-
ferent primitive shares of W(t̃,m̃) to Xp that satisfies |Xp| = x̃p

and (46). Finally, the multiple assignment map ϕ̃Γ is ob-
tained by (47). Since ỹ satisfies (51) and (52), it is easy
to see that Vi = ϕ̃Γ(i) satisfies (11) and (12), and therefore,
they satisfy (7) and (8). Summarizing, we can obtain the
SSS with access structure Γ which has the optimal average
coding rate in all the multiple assignment maps.

Next, we consider the integer programming problem
IPρ∗ (Γ) that minimizes the worst coding rate ρ∗. Let
M be the maximal number of assigned primitive shares
among all Vi, i = 1, 2, . . . , n. Then, it must hold that
|ϕΓ(i)| ≤ M for all i = 1, 2, . . . , n, and the minimization
of M attains the optimal worst coding rate. Now, let z
be the (N + 2)-dimensional parameter vector defined by

z
def
= [M, t, x1, x2, . . . , xN]. Then, it holds that M = e · z�

where e is the (N + 2)-dimensional row vector defined by

e
def
= [1, 0, 0, . . . , 0]. Furthermore, by defining b(�, �′; A)

def
=

[�, �′, 1(A)1, 1(A)2, . . . , 1(A)N] where 1(A)p is defined by
(50), the number of primitive shares assigned to a share
set A ⊆ V can be expressed as b(0, 0; A) · z�. This
means that the condition |ϕΓ(i)| ≤ M can be represented by
−b(−1, 0; {Vi}) · z� ≥ 0. Hence, in the same way as IPρ̃(Γ),
the integer programming problem IPρ∗ (Γ) that minimizes the
worst coding rate ρ∗ can be formulated as follows:

IPρ∗ (Γ)

minimize e · z�
subject to b(0,−1; A) · z� ≥ 0 for A ∈ A−1−b(0,−1; A) · z� ≥ 1 for A ∈ A+0−b(−1, 0; {V}) · z� ≥ 0 for V ∈ V

z ≥ 0

The multiple assignment map ϕ∗
Γ

attaining the mini-
mum ρ∗ can also be constructed from the obtained mini-
mizer in the same way as the construction of ϕ̃Γ.

Remark 8: Actually, in SSSs, we can assume without loss
of generality that xN = 0, i.e., XN =

⋂n
i=1 ϕΓ(i) = ∅ because

it is not necessary to consider the set of primitive shares
commonly contained in every share. Hence, the vectors in
integer programming problems IPρ̃(Γ) and IPρ∗ (Γ) can be re-
duced to N-dimensional and (N + 1)-dimensional vectors,
respectively. However, xN = 0 does not hold generally in
the case of ramp SSSs, which is described in Remark 22 in
Sect. 5.2. �

Example 9: For the access structure Γ1 defined by (18)
and (19) in Example 3, the integer programming problem
IPρ̃(Γ1) can be formulated as follows:
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IPρ̃(Γ1)

minimize x1 + x2 + 2x3 + x4 + 2x5 + 2x6 + 3x7 + x8

+2x9 + 2x10 + 3x11 + 2x12 + 3x13 + 3x14

subject to −t + x1 + x2 + x3 + x4 + x5 + x6 + x7

+x9 + x10 + x11 + x12 + x13 + x14 ≥ 0
−t + x1 + x3 + x5 + x7 + x8 + x9

+x10 + x11 + x12 + x13 + x14 ≥ 0
−t + x2 + x3 + x6 + x7 + x8 + x9

+x10 + x11 + x12 + x13 + x14 ≥ 0
−t + x4 + x5 + x6 + x7 + x8 + x9

+x10 + x11 + x12 + x13 + x14 ≥ 0
t − x1 − x2 − x3 − x5 − x6 − x7

−x9 − x10 − x11 − x13 − x14 ≥ 1
t − x1 − x3 − x4 − x5 − x6 − x7

−x9 − x11 − x12 − x13 − x14 ≥ 1
t − x2 − x3 − x4 − x5 − x6 − x7

−x10 − x11 − x12 − x13 − x14 ≥ 1
t − x8 − x9 − x10 − x11

−x12 − x13 − x14 ≥ 1
xp ≥ 0, p = 1, 2, . . . , 14

By solving the above IPρ̃(Γ1), we obtain that the value
of the objective function is 5, which is attained by the fol-
lowing minimizers:

t̃ = 3,

x̃1 = x̃2 = x̃4 = 1, x̃8 = 2,

x̃i = 0 for i = 3, 5, 6, 7, 9, 10, . . . , 14. (54)

Hence, m̃ is given by m̃ =
∑14

p=1 x̃p = 5, and Xp’s be-

come X1 = {W (3)
1 }, X2 = {W (3)

2 }, X4 = {W (3)
3 }, and X8 =

{W (3)
4 ,W (3)

5 } where W(3,5) = {W (3)
1 ,W (3)

2 , . . . ,W (3)
5 }. Finally,

from (47), ϕ̃Γ1 is constructed as

V1 = ϕ̃Γ1 (1) =
{
W (3)

1

}
, (55)

V2 = ϕ̃Γ1 (2) =
{
W (3)

2

}
, (56)

V3 = ϕ̃Γ1 (3) =
{
W (3)

3

}
, (57)

V4 = ϕ̃Γ1 (4) =
{
W (3)

4 ,W (3)
5

}
. (58)

In this case, we have that ρ̃ = 5/4 and ρ∗ = 2. The integer
programming problem IPρ∗ (Γ1) derives the same solutions
as (54), and hence, it holds that ϕ̃Γ1 = ϕ

∗
Γ1

in this example.
Recall that the cumulative map ψΓ1 attains the coding rates
ρ̃ = 9/4 and ρ∗ = 3, and the modified cumulative map ψ′

Γ1

attains ρ̃ = 5/2 and ρ∗ = 4. Hence, ϕΓ1 can attain smaller
coding rates compared with ψΓ1 and ψ′

Γ1
. �

Example 10: For the access structure Γ2 defined by (33)
and (34) in Example 7, we can obtain the following mul-
tiple assignment map by solving the integer programming
problem IPρ̃(Γ2).

V1 = ϕ̃Γ2 (1) =
{
W (4)

1

}
, (59)

V2 = ϕ̃Γ2 (2) =
{
W (4)

2

}
, (60)

V3 = ϕ̃Γ2 (3) =
{
W (4)

3

}
, (61)

V4 = ϕ̃Γ2 (4) =
{
W (4)

4 ,W (4)
5

}
, (62)

V5 = ϕ̃Γ2 (5) =
{
W (4)

6

}
, (63)

where W (4)
i ∈W(4,6). Then, it holds that ρ̃ = 6/5 and ρ∗ = 2.

Furthermore, it holds that ϕ̃Γ2 = ϕ
∗
Γ2

in this access structure.
Recall again that the cumulative map ψΓ2 attains the coding
rates ρ̃ = ρ∗ = 4, and the modified cumulative map ψ′

Γ2

attains ρ̃ = 13/5 and ρ∗ = 5. Hence, ϕ̃Γ2 is more efficient
than ψΓ2 and ψ′

Γ2
. �

Since any access structure can be realized by the cumu-
lative map (and the modified cumulative map), there exists
at least one multiple assignment map for any access struc-
ture. Therefore, the next theorem holds obviously.

Theorem 11: For any access structure Γ that satisfies
monotonicity (3) and (4), the integer programming prob-
lems IPρ̃(Γ) and IPρ∗ (Γ) always have at least one feasible
solution, and hence, there exists the optimal multiple assign-
ment map. �

Remark 12: The integer programming problems are NP-
hard, and hence, the proposed algorithms may take much
time in solving for large N = 2n − 1 where n = |V|. How-
ever, several techniques to solve the integer programming
efficiently have been developed [17] and their implemented
softwares are easily available. For instance, in the case of
IPρ(Γ3) in Example 13 with n = 6, it can be solved within
0.1 seconds by a laptop computer with a software called
lp solve†. �

Example 13: Consider the following access structure Γ3:

A−1 = {{V1,V3,V4,V5}, {V1,V3,V5,V6}, {V1,V4,V5,V6},
{V3,V4,V5,V6}, {V1,V2,V3}, {V1,V2,V5},
{V1,V2,V6}, {V2,V3,V4}, {V2,V3,V5},
{V2,V3,V6}, {V2,V4,V5},
{V2,V4,V6}, {V2,V5,V6}}, (64)

A+0 = {{V1,V3,V4,V6}, {V1,V2,V4}, {V1,V3,V5},
{V1,V4,V5}, {V1,V5,V6}, {V3,V4,V5},
{V3,V5,V6}, {V4,V5,V6},
{V2,V3}, {V2,V5}, {V2,V6}}. (65)

Then, we obtain the following multiple assignment map by
solving IPρ̃ (Γ3).

V1 = ϕ̃Γ3 (1) =
{
W (6)

1 ,W (6)
2

}
, (66)

V2 = ϕ̃Γ3 (2) =
{
W (6)

1 ,W (6)
3 ,W (6)

4 ,W (6)
5

}
, (67)

V3 = ϕ̃Γ3 (3) =
{
W (6)

6

}
, (68)

V4 = ϕ̃Γ3 (4) =
{
W (6)

2 ,W (6)
5

}
, (69)

V5 = ϕ̃Γ3 (5) =
{
W (6)

3 ,W (6)
7

}
, (70)

†lp solve is a well-known free (the GNU lesser general pub-
lic license) linear programming software, which can also treat in-
teger programming problems.
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V6 = ϕ̃Γ3 (6) =
{
W (6)

8

}
, (71)

where W (6)
i ∈ W(6,8). ϕ̃Γ3 attains that ρ̃ = 2 and ρ∗ = 4. On

the other hand, the cumulative map for the access structure
Γ3 are given by

V1 = ψΓ3 (1)

=
{
W (11)

6 ,W (11)
7 ,W (11)

8 ,W (11)
9 ,W (11)

10 ,W (11)
11

}
, (72)

V2 = ψΓ3 (2)

=
{
W (11)

1 ,W (11)
3 ,W (11)

4 ,W (11)
5 ,

W (11)
6 ,W (11)

7 ,W (11)
8

}
, (73)

V3 = ψΓ3 (3)

=
{
W (11)

2 ,W (11)
4 ,W (11)

5 ,W (11)
8 ,W (11)

10 ,W (11)
11

}
, (74)

V4 = ψΓ3 (4)

=
{
W (11)

3 ,W (11)
5 ,W (11)

7 ,W (11)
9 ,W (11)

10 ,W (11)
11

}
, (75)

V5 = ψΓ3 (5) =
{
W (11)

1 ,W (11)
2 ,W (11)

9 ,W (11)
11

}
, (76)

V6 = ψΓ3 (6)

=
{
W (11)

2 ,W (11)
3 ,W (11)

4 ,W (11)
6 ,W (11)

9 ,W (11)
10

}
, (77)

where W (11)
i ∈ W(11,11). ψΓ3 has ρ̃ = 35/6 and ρ∗ = 7.

Furthermore, the modified cumulative map for Γ3 requires
(12, 15)-threshold SSS and has ρ̃ = 5 and ρ∗ = 9. �

Next, we clarify what kind of access structure can be
realized as an ideal SSS by the multiple assignment map.

Theorem 14: For an access structure Γ, the SSS con-
structed by the optimal multiple assignment map is ideal,
i.e., ρi = 1 for all i, if and only ifA−1 of Γ can be represented
by

A−1 =
⋃

∀{ j1 , j2 ,..., jt }
⊆{1,2,...,m}

{
A j1 × A j2 × · · · × A jt

}
, (78)

where t is a positive integer and {A1, A2, . . . , Am} is a parti-
tion of V which satisfies

m⋃
j=1

A j = V, (79)

A j � ∅ for j = 1, 2, . . . ,m, (80)

A j ∩ A j′ = ∅ if j � j′. (81)

�

Proof of Theorem 14: If there exists a partition
{A1, A2, . . . , Am} satisfying (78)–(81) for the access struc-
ture Γ, the ideal SSS can be obtained by letting

ϕΓ(i) = W (t)
j ∈W(t,m) if Vi ∈ A j (82)

for each i = 1, 2, . . . , n. Next, we show the necessity of
(78)–(81). Suppose that a certain ϕΓ(i) attains ρi = 1 for all
i. Then, define each A j as

A j
def
= Φ−1

Γ

({
W (t)

j

})
, j = 1, 2, . . . ,m, (83)

where Φ−1
Γ

: 2W(t,m) → 2V is the inverse map of ΦΓ(A)
def
=∑

i:Vi∈A ϕΓ(i). Then, it is easy to see that A j’s satisfy (78),
(79) and (80). Next, we prove that A j’s defined by (83)
satisfy (81). Assume that there exist A j and A j′ , j � j′, not
satisfying (81). Then, there exists a share Vi ∈ A j ∩ A j′ .
This means that W (t)

j ,W
(t)
j′ ∈ ϕΓ(i), which contradicts ρi =

|ϕΓ(i)| = 1. Hence, {A1, A2, . . . , Am} must be a partition of
V satisfying (78)–(81). �

In the case of t = 2, it is known that an access structure
Γ can be realized by an ideal SSS if and only if Γ can be
represented by a complete multipartite graph [18]. We note
that this condition coincides with (78)–(81) in this case. Fur-
thermore, in the case that |A j| = 1 for j = 1, 2, . . . ,m, the
access structure coincides with the (t,m)-threshold access
structure. Hence, if Γ is the (k, n)-threshold access struc-
ture, the multiple assignment maps obtained from the in-
teger programming problems IPρ̃(Γ) and IPρ∗ (Γ) obviously
satisfy that |ϕ̃Γ(i)| = |ϕ∗Γ(i)| = 1 for all i.

We note that any access structures not satisfying (78)–
(81) must have ρ̃ > 1 and ρ∗ ≥ 2 if the multiple assignment
map is used. But, an access structure not satisfying (78)–
(81) might be realized as an ideal SSS if we use another
construction method. For example, refer [7].

In this paper, we assume that every share is significant.
But, if there exist vacuous shares in the access structure Γ, it
is cumbersome to check whether each share is significant or
vacuous. From Remark 1, the optimal multiple assignment
map ϕ̃Γ attaining the minimum average coding rate must sat-
isfy that |ϕ̃Γ(i)| = 0 for any vacuous share Vi. On the other
hand, it clearly holds that |ϕΓ(i)| ≥ 1 for every significant
share Vi since ρi ≥ 1 holds for any significant share. Hence,
by solving the integer programming problem IPρ̃(Γ), we can
also know whether a share is significant or vacuous although
it cannot be known by solving IPρ∗ (Γ).

4. Multiple Assignment Maps for Incomplete Access
Structures

In the previous sections, we considered how to construct a
SSS for a complete general access structure Γ = {A1,A0}.
But in practice, it may be cumbersome to specify whether
each subset of V is a qualified set or a forbidden set because
the number of the subsets is 2n. Hence, a method is proposed
in [11] to construct a SSS for the case such that some subsets
of V are not specified as qualified nor forbidden sets.

Theorem 15 ([11]): Let Γ� = {A�
1,A�

0} be an incomplete

access structure, which has A�
1 ∪ A�

1 � 2V . Then, there
exists a complete access structure Γ = {A1,A0} such that

A�
1 ⊆ A1, (84)

A�
0 ⊆ A0, (85)

if and only if it holds that for any A ∈ A�
1 and B ∈ A�

0,

A � B. (86)

�
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In case that (86) is satisfied, the SSS satisfying the
incomplete access structure Γ� = {A�

1,A�
0} can be real-

ized by applying the cumulative map to the complete ac-
cess structure Γ = {A1,A0}. In fact, for the access structure
Γ� = {A�

1,A�
0}, a SSS is constructed in [11] by a cumula-

tive map ψΓ� (i) =
⋃

j:Vi�F j
{W (t)

j } forA�+
0 = {F1, F2, . . . , Fm}.

This construction corresponds to the case that

A+0 = A�+
0 andA1 = 2V −A0. (87)

However, ψΓ� is not efficient generally because ψΓ�
is a cumulative map, which is inefficient as described in
Sect. 2.2. Furthermore, even if the cumulative map can at-
tain the optimal coding rates for the access structure given
by (87), the access structure may not be optimal among all
the complete access structures Γ = {A1,A0} satisfying (84)
and (85) for the given Γ� = {A�

1,A�
0}.

In our construction based on integer programming, the
optimal multiple assignment map for the incomplete access
structure Γ� = {A�

1,A�
0} can easily be obtained by applying

IPρ̃(Γ) or IPρ∗ (Γ) directly to Γ�.

Example 16: Let us consider the following access struc-
ture Γ�3 = {A�

1,A�
0}:

A�
1 = {{V1,V4,V5,V6}, {V1,V2,V5}, {V1,V2,V6},

{V2,V3,V6}, {V2,V4,V6}}, (88)

A�
0 = {{V1,V3,V4,V6}, {V1,V3,V5}, {V1,V5,V6},

{V3,V4,V5}, {V4,V5,V6}, {V2,V5}}, (89)

Note that A�
1 and A�

0 satisfy A�
1 ⊆ A−1 and A�

0 ⊆ A+0 for
Γ3 = {A1,A0}, which is defined by (64) and (65) in Exam-
ple 13. Then, by solving IPρ̃(Γ

�
3), we obtain the following

multiple assignment map.

V1 = ϕ̃
Γ
�
3
(1) =

{
W (4)

1

}
, (90)

V2 = ϕ̃
Γ
�
3
(2) =

{
W (4)

2 ,W (4)
3

}
, (91)

V3 = ϕ̃
Γ
�
3
(3) =

{
W (4)

4

}
, (92)

V4 = ϕ̃
Γ
�
3
(4) =

{
W (4)

4

}
, (93)

V5 = ϕ̃
Γ
�
3
(5) =

{
W (4)

5

}
, (94)

V6 = ϕ̃
Γ
�
3
(6) =

{
W (4)

6

}
, (95)

where W (4)
i ∈ W(4,6), and it holds that ρ̃ = 7/6 and ρ∗ = 2.

Hence, we can realize a more efficient SSS for the incom-
plete access structure Γ�3 rather than the complete access

structure Γ3 because Γ�3 has fewer constraints. If we ap-

ply the cumulative map to Γ�3, ψ
Γ
�
3

is constructed from the

(6, 6)-threshold scheme, and it has ρ̃ = 3 and ρ∗ = 5. �

Similarly to complete SSSs, vacuous shares Vi in Γ� =
{A�

1,A�
0} can be detected by checking |ϕΓ� (i)| = 0 for the

solution of the IPρ̃(Γ�).

5. Ramp SSSs with General Access Structures

The coding rate ρi must satisfy ρi ≥ 1 for any significant
share Vi if the access structure is perfect, i.e., every subset
A ⊆ V is classified into either qualified sets A1 or forbid-
den sets A0. Note that all access structures considered in
previous sections are perfect even if they are incomplete.
But, in the case of ramp (i.e., non-perfect) access structures
such that some subsets of V are allowed to have intermediate
properties between the qualified and forbidden sets, it is pos-
sible to decrease the coding rate ρi to less than 1. The SSSs
having the ramp access structure are called ramp schemes
[19], [20]. In this section, we treat the construction of ramp
SSSs based on the multiple assignment maps. We consider
only the minimum average coding rate in this section. But,
for the minimum worst coding rate, integer programming
can be formulated in a similar way.

5.1 Preliminaries for Ramp Schemes

First, let us review the definition of ramp SSSs. Suppose
that L + 1 families A j ⊆ 2V , j = 0, 1, . . . , L, satisfy the
following.

H(S |A) =
L − j

L
H(S ), for any A ∈ A j (96)

Equation (96) implies that the secret S leaks out from a
set A ∈ A j with the amount of ( j/L)H(S ). Especially,
S can be reproduced completely from any A ∈ AL, and
any A ∈ A0 leaks out no information of S . Note that,
in the case of L = 1, the ramp SSS reduces to the per-
fect SSS treated in Sects. 2–4, and hence, the ramp SSS can
be considered as an extension of the perfect SSS. We call
ΓR = {A0,A1, . . . ,AL} the access structure of the ramp SSS
with L + 1 levels. Without loss of generality, we can as-
sume that

⋃L
j=0A j = 2V and A j ∩ A j′ = ∅ for j � j′,

although incomplete access structures with
⋃L

j=0A j � 2V

can be treated in the same way as in Sect. 4.
For example, the access structure of (k, L, n)-threshold

ramp SSS [19], [20] is defined as follows:

A0 = {A ∈ 2V : 0 ≤ |A| ≤ k − L}, (97)

A j = {A ∈ 2V : |A| = k − L + j}, for 1 ≤ j ≤ L − 1,

(98)

AL = {A ∈ 2V : k ≤ |A| ≤ n}. (99)

In ramp SSSs, a significant share can also be defined
in the same way as the perfect SSSs shown in Sect. 2.1. A
share Vi ∈ V is called significant if there exists a share set
A ∈ 2V such that A ∪ {Vi} ∈ A j and A ∈ A j′ with j > j′.
Then, a non-significant share Vi′ satisfies that A∪{Vi′ } ∈ A j

for any share set A ∈ A j, j = 0, 1, . . . , L. Furthermore, if
a non-significant share Vi′ satisfies {Vi′ } ∈ A0, Vi′ plays no
roll in the ramp SSS, and hence, we call Vi′ a vacuous share.
However, there exists a ramp scheme such that A0 = ∅ and
a non-significant share satisfy {Vi′ } ∈ A j for some j ≥ 1.
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This case implies that H(Vi′) ≥ H(S )/L, and H(Vi′ |V) = 0
for any V ∈ V, i.e., a non-significant Vi′ is included in every
share. Therefore, we call such a non-significant share Vi′ a
common share.

Remark 17: It is known that for any access structure with
L + 1 levels, the coding rate ρi must satisfy ρi ≥ 1/L for any
significant share Vi [21]. Especially, in the case of (k, L, n)-
threshold SSSs, the optimal ramp SSS attaining ρi = 1/L for
all i can easily be constructed [19], [20]. Any common share
Vi must also satisfy that ρi ≥ 1/L. On the other hand, in the
same way as Remark 1 for the perfect SSSs, each vacuous
share Vi can be realized as ρi = 0 for any access structure.
Furthermore, if there exists a vacuous share with ρi > 0, the
average coding rate can be reduced by setting ρi = 0 without
changing all the significant and the common shares. �

Letting Ǎ j
def
=
⋃L
�= jA� and Â j

def
=
⋃ j
�=0A�, for j =

0, 1, . . . , L, the monotonicity in (3) and (4) are extended as
follows:

A ∈ Ǎ j ⇒ A′ ∈ Ǎ j for all A′ ⊇ A (100)

A ∈ Â j ⇒ A′ ∈ Â j for all A′ ⊆ A (101)

Therefore, the minimal and maximal families of the ac-
cess structure, ΓR− = {A−0 ,A−1 , . . . ,A−L} and ΓR+ =

{A+0 ,A+1 , . . . ,A+L}, respectively, can be defined as

A−j = {A ∈ A j : A − {V} � Ǎ j for any V ∈ A}, (102)

A+j = {A ∈ A j : A ∪ {V} � Â j for any V ∈ 2V − A}.
(103)

Then, the following theorem holds.

Theorem 18 ([21]): A ramp SSS with access structure
ΓR = {A0,A1, . . . ,AL} can be constructed if and only if Ǎ j

and Â j satisfy the monotonicity (100) and (101), respec-
tively, for all j = 1, 2, . . . , L. �

In Theorem 18, the necessity of the condition is obvi-
ous, and the sufficiency is established by the next construc-
tion.

Construction 19 ([21]): Let S = {S 〈1〉, S 〈2〉, . . . , S 〈L〉} be a
secret, and let Γ〈 j〉 = {Ǎ j, 2V − Ǎ j}, j = 1, 2, . . . , L, be
the perfect access structures determined from a given access
structure ΓR. Since each Γ〈 j〉 is a perfect access structure sat-
isfying the monotonicity (3) and (4), we can construct a SSS
with Γ〈 j〉 for secret S 〈 j〉. Letting {V〈 j〉1 ,V〈 j〉2 , . . . ,V〈 j〉n } be the
shares for S 〈 j〉 and Γ〈 j〉, the share Vi = {V〈1〉i ,V〈2〉i , . . . ,V〈L〉i }
realizes the access structure ΓR. For ΓR, a ramp SSS can
also be constructed from {2V − Â j, Â j} instead of Γ〈 j〉 =
{Ǎ j, 2V − Ǎ j}. �

Remark 20: Note that in Construction 19, we have ρi ≥
1 for any access structure. For example, in the case that
Construction 19 is applied to the (k, L, n)-threshold access
structure, the constructed ramp SSS has ρi = 1 although
the (k, L, n)-threshold SSS can be realized with ρi = 1/L.
Therefore, Construction 19 is not efficient generally. �

Example 21: Consider the following ramp access struc-
ture ΓR

4 for V = {V1,V2,V3,V4}:
A3 = {{V1,V2,V3,V4}}, (104)

A2 = {{V1,V2,V3}, {V1,V3,V4}}, (105)

A1 = {{V1,V2,V4}, {V2,V3,V4}}, (106)

A0 = {A : 0 ≤ |A| ≤ 2}. (107)

First, we derive the access structures Γ〈1〉, Γ〈2〉, and Γ〈3〉
based on (104)–(107), and it is easy to see that Γ〈1〉 and
Γ〈3〉 become (3, 4)- and (4, 4)-threshold access structures, re-
spectively. Hence, we have V〈1〉i = W (3)

i and V〈3〉i = W (4)
i for

i = 1, 2, 3, 4 where {W (3)
i }4i=1 and {W (4)

i }4i=1 are the share sets
of (3, 4)- and (4, 4)-threshold access structures for secrets
S 〈1〉 and S 〈3〉, respectively. Furthermore, a perfect SSS with
the access structure Γ〈2〉 for a secret S 〈2〉 can be realized by
{V〈2〉i }4i=1 such that V〈2〉1 = W′(3)

1 , V〈2〉2 = W′(3)
2 , V〈2〉3 = W′(3)

3 ,

and V〈2〉4 = W′(3)
2 where {W′(3)

i }3i=1 is the share sets of (3, 3)-
threshold SSS for S 〈2〉.

According to Construction 19, we can obtain the shares
such that V1 = {W (3)

1 ,W′(3)
1 ,W (4)

1 }, V2 = {W (3)
2 ,W′(3)

2 ,W (4)
2 },

V3 = {W (3)
3 ,W′(3)

3 ,W (4)
3 }, and V4 = {W (3)

4 ,W′(3)
4 ,W (4)

4 }. Since
each share consists of three primitive shares for three secrets
S 〈1〉, S 〈2〉, S 〈3〉, the constructed ramp SSS has ρ̃ = ρ∗ = 1. �

The construction of ramp SSSs for general access
structures are treated in [22]. But, since the construction
in [22] is based on monotone span programming, it is much
complicated compared with the multiple assignment map.

5.2 Optimal Multiple Assignment Maps for Ramp SSSs

First, let W(t,L,m) = {W (t,L)
1 ,W (t,L)

2 , . . . ,W (t,L)
m } be the entire set

of primitive shares for the (t, L,m)-threshold ramp SSS with
the coding rate ρi = 1/L. Then, defining y and a(�; A) in the
same way as the perfect SSSs in Sect. 3, the optimal ramp
SSS by the multiple assignment map for a general ramp ac-
cess structure ΓR can be obtained by solving the following
integer programming problem:

IPR
ρ̃

(
ΓR
)

minimize h · y�
subject to a(−1; A) · y�≥ 0 for A ∈ A−L−a(−1; A) · y�= j for A ∈ A+j ∪A−j ,

1 ≤ j ≤ L − 1 (�)
−a(−1; A) · y� ≥ L for A ∈ A+0

y ≥ 0

Remark 22: From the monotonicity defined in (100) and
(101), it is sufficient to consider only A ∈ A+j ∪A−j instead

of all A ∈ A j on the marked line (�) in IPR
ρ̃

(
ΓR
)
. Note that

the same primitive shares may be distributed to all shares
since there may exist common shares in ramp SSSs. Hence,
we may have xN � 0 in the ramp SSSs although we can
always assume that xN = 0 in the perfect SSSs. �

From Remark 17, significant or common shares Vi



110
IEICE TRANS. FUNDAMENTALS, VOL.E90–A, NO.1 JANUARY 2007

must satisfy that |ϕΓ(i)| ≥ 1 for any multiple assignment
map ϕΓ. On the other hand, |ϕ̃Γ(i′)| = 0 must hold for vac-
uous shares Vi′ for the optimal multiple assignment map ϕ̃Γ
attaining the minimal average coding rate. Hence, it suffices
to consider only significant shares and common shares in the
ramp SSSs.

Example 23: If the access structures ΓR
4 in Example 21 is

applied to the integer programming problem IPR
ρ̃

(
ΓR

4

)
, the

following multiple assignment map is obtained

V1 = ϕ̃ΓR
4
(1) =

{
W (7,3)

1 ,W (7,3)
2

}
, (108)

V2 = ϕ̃ΓR
3
(2) =

{
W (7,3)

3 ,W (7,3)
4

}
, (109)

V3 = ϕ̃ΓR
4
(3) =

{
W (7,3)

5 ,W (7,3)
6

}
, (110)

V4 = ϕ̃ΓR
4
(4) =

{
W (7,3)

3 ,W (7,3)
7

}
, (111)

where W (7,3)
i ∈W(7,3,7). ϕ̃ΓR

4
attains that ρ̃ = ρ∗ = 2/3. �

Note that the coding rates less than 1 cannot be achieved
by Construction 19. Furthermore, our construction is much
simpler compared with the method in [22]. But, unfortu-
nately, the integer programming problem may not have any
feasible solutions in the case of ramp SSSs.

Example 24: The following access structure ΓR
5 cannot be

constructed by any multiple assignment map since the corre-
sponding integer programming problem has no feasible so-
lution.

A−4 = {{V1,V2,V3,V4}, {V1,V2,V4,V5},
{V2,V3,V4,V5}}, (112)

A3 = {{V1,V2,V3,V5}, {V1,V3,V4,V5}, {V1,V2,V3},
{V1,V2,V4}, {V1,V3,V4}, {V1,V3,V5},
{V2,V3,V4}}, (113)

A2 = {{V1,V2,V5}, {V1,V4,V5}, {V2,V3,V5},
{V2,V4,V5}, {V3,V4,V5}, {V1,V3}, {V1,V5}},

(114)

A1 = {{V1,V2}, {V2,V3}, {V3,V4}}, (115)

A+0 = {{V1,V4}, {V2,V5}, {V3,V5}}, (116)

�

In this case, we can modify the definition of the ramp SSS
given by (96) as follows.

H(S |A) = 0, for all A ∈ AL, (117)

H(S |A) ≥ L − j
L

H(S ), for all A ∈ A j, 1 ≤ j ≤ L − 1,

(118)

H(S |A) = H(S ), for all A ∈ A0. (119)

In order to implement (117)–(119) in the integer program-
ming, it suffices to replace the marked line (�) in IPR

ρ̃

(
ΓR
)

by −a(−1; A j) · y� ≥ j. Letting IPR2
ρ̃

(
ΓR
)

be the modified
integer programming problem, the next theorem holds.

Theorem 25: The integer programming problem IPR2
ρ̃

(
ΓR
)

always has a feasible solution for any access structure ΓR if
ΓR satisfies the monotonicity (100) and (101). �

Proof of Theorem 25: Let V be a multiset in 2V , some ele-
ments of which may be the same. Then, for V and A ⊆ V,
we define N(V, A) as follows.

N(V, A) =
∣∣∣{A′ ∈ V : A ⊆ A′}∣∣∣ , (120)

where all A′ ∈ V are treated as different sets even if some
of them are the same. Now we construct a multiset U for
ΓR = {A0,A1, . . . ,AL} by the next construction.

Construction 26:

(1) LetU := ∅ and j := 1.
(2) For each A ∈ A+L− j satisfying N(U, A) < j, we add A

intoU, ( j − N(U, A)) times.
(3) Let j := j + 1.
(4) If j ≤ L, go to (2). In case of j = L + 1, go to (5).
(5) OutputU. �

From the monotonicity of Ǎ j in (100), the family U can
always be constructed. Then, lettingU = {F1, F2, . . . , Fm},
we can define a map ψ̌ : {1, 2, . . . , n} → 2W(m,L,m) by

ψ̌(i) =
⋃

j:Vi�F j

{
W (m,L)

j

}
, (121)

where W (m,L)
j ∈ W(m,L,m). Note that in the case of L = 1,

(121) coincides with the cumulative map in (17). Further-
more, for any set F� ∈ U, we can check from (121) that

W (m,L)
�′ �

⋃
i:Vi∈F�

ψ̌(i), (122)

holds for all �′ satisfying F� ⊆ F�′ .
Now, assume that |⋃i:Vi∈A ψ̌(i)| ≤ m − 1 for A ∈

AL. This implies that there exist at least one W (m,L)
�

�⋃
i:Vi∈A ψ̌(i). Hence, we have A ⊆ F� ∈ U in the same

way as we obtain (122), which contradicts the construc-
tion of U and the fact that A ∈ AL. Therefore, we have
|⋃i:Vi∈A ψ̌(i)| = m, i.e., Vi = ψ̌(i) satisfies (117).

Next, assume that F� ∈ A+L− j for j = 1, 2, . . . , L.
Then, from Construction 26, there exists a family of j
subsets {F�1 , F�2 , . . . , F� j } ⊆ U satisfying F� ⊆ F�′ for
�′ ∈ {�1, �2, . . . , � j}. Hence, it holds from (122) that
W (m,L)
�′ �

⋃
i:Vi∈F�

ψ̌(i) for �′ ∈ {�1, �2, . . . , � j}. This means
that
∣∣∣⋃i:Vi∈F�

ψ̌(i)
∣∣∣ ≤ m − j, and Vi = ψ̌(i) satisfies (118) and

(119).
Therefore, IPR2

ρ̃

(
ΓR
)

always has at least one feasible so-
lution. �

Note that as shown in the following example, Construc-
tion 26 gives inefficient assignments of the primitive shares,
generally.

Example 27: Assume that the access structure ΓR
5 in

(112)–(116) satisfies the conditions (117)–(119). First, we
apply Construction 26 to the access structure ΓR

5 . Then, we
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obtain the following multisetUΓR
5
.

UΓR
5
= {{V1,V2,V3,V5}, {V1,V3,V4,V5}, {V1,V2,V4},
{V1,V2,V5}, {V1,V4,V5}, {V2,V3,V5},
{V2,V3,V4}, {V2,V4,V5}, {V2,V4,V5},
{V3,V4,V5}, {V1,V4}}. (123)

Hence, we can obtain Vi = ψ̌(i), i = 1, 2, . . . , 5, as follows:

V1 = ψ̌(1)

=
{
W (11,4)

6 ,W (11,4)
7 ,W (11,4)

8 ,W (11,4)
9 ,W (11,4)

10

}
,

(124)

V2 = ψ̌(2) =
{
W (11,4)

2 ,W (11,4)
5 ,W (11,4)

10 ,W (11,4)
11

}
,

(125)

V3 = ψ̌(3)

=
{
W (11,4)

3 ,W (11,4)
4 ,W (11,4)

5 ,W (11,4)
8 ,

W (11,4)
9 ,W (11,4)

11

}
, (126)

V4 = ψ̌(4) =
{
W (11,4)

1 ,W (11,4)
4 ,W (11,4)

6

}
, (127)

V5 = ψ̌(5) =
{
W (11,4)

3 ,W (11,4)
7 ,W (11,4)

11

}
, (128)

where Wi ∈ W(11,4,11). In this case, we have ρ̃ = 21/20 and
ρ∗ = 3/2 since it holds that H(W (11,4)

i ) = H(S )/4 for each i.
On the other hand, we can construct the following op-

timal multiple assignment map ϕ̃ΓR
5

by solving the integer

programming problem IPR2
ρ̃ (ΓR

5 ).

V1 = ϕ̃ΓR
5
(1) =

{
W (8,4)

1 ,W (8,4)
2

}
, (129)

V2 = ϕ̃ΓR
5
(2) =

{
W (8,4)

3 ,W (8,4)
4 ,W (8,4)

5

}
, (130)

V3 = ϕ̃ΓR
5
(3) =

{
W (8,4)

2 ,W (8,4)
6

}
, (131)

V4 = ϕ̃ΓR
5
(4) =

{
W (8,4)

7 ,W (8,4)
8

}
, (132)

V5 = ϕ̃ΓR
5
(5) =

{
W (8,4)

9

}
, (133)

where W (8,4)
i ∈ W(8,4,9), and it holds that ρ̃ = 1/2 and ρ∗ =

3/4, which are more efficient than the rates of Construction
26. Note that (124)–(128) and (129)–(133) do not satisfy
(96) but satisfy (117)–(119). For instance, in (129)–(133),
it holds for {V1,V5} ∈ A2 that H(S |{V1,V5}) = H(S ) >
H(S )/2.

Finally, we compare Construction 19 with Construc-
tion 26 for the access structure ΓR

5 . If we use the cumulative
map to realize each perfect SSS with the access structure
Γ
〈 j〉
5 , j = 1, 2, 3, 4, in Construction 19, we obtain ρ̃ = 9/5

and ρ∗ = 2. Hence, Construction 19 is less efficient than
Construction 26 in this case. �

6. Conclusion

We proposed a method to construct a SSS for any given gen-
eral access structure based on (t,m)-threshold SSS and inte-
ger programming. The proposed method can attain the op-
timal average and/or worst coding rates in the sense of mul-
tiple assignment maps. Hence, the proposed method can

attain smaller coding rates compared with the cumulative
maps and the modified cumulative maps. Furthermore, the
proposed method can be applied to incomplete and/or ramp
access structures in addition to complete and perfect access
structures.
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